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VMware Tanzu Kubernetes Grid 2.3 Air-
Gapped Reference Design and Deployment

You can deploy Tanzu Kubernetes Grid management clusters and Tanzu Kubernetes Grid workload clusters
in air-gapped environments that do not have a physical connection to the Internet.

This documentation provides reference designs for deploying VMware Tanzu Kubernetes Grid (informally
known as TKG) in an air-gapped environment. The documentation also includes the steps to deploy
VMware Tanzu Kubemetes Grid in an air-gapped environment on AWS.

The VMware Tanzu Kuberetes Grid Air-Gapped Reference Design document provides steps to deploy the
Tanzu Kubernetes Grid management and workload clusters in a specific and validated configuration in air-
gapped environments. For the generic steps to deploy the management and workload clusters on air-gapped
environments, see VMware Tanzu Kubernetes Grid Documentation.



https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/mgmt-reqs-prep-offline.html
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VMware Tanzu Kubernetes Grid on AWS
Air-Gapped Reference Design

VMware Tanzu Kubernetes Grid (multi-cloud) provides a consistent, upstream-compatible, and regional
Kubernetes substrate that is ready for end-user workloads and ecosystem integrations.

This document lays out a reference design for deploying VMware Tanzu for Kubernetes Grid on AWS
Networking in an air-gapped environment with Tanzu components on AWS. An air-gapped environment is a
network security measure employed to ensure that a computer or computer network is secure by physically
isolating it from unsecured networks, such as the public Internet or an unsecured local area network. This

reference design is based on the architecture and components described in VMware Tanzu Kubernetes Grid
Reference Architecture 2.3.

Tanzu Kubernets Grid ~ AWS
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Tanzu Kubernetes Grid Infrastructure Network Overview

The following network diagram shows the network layout used with this reference design. It shows the
layout for a single virtual private cloud (VPC). The network layout uses the following:

¢ One private subnet for each AWS availability zone (AZ). Each subnet is allocated a private IP
address.
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¢ Abootstrap VM running within your Internet-restricted (offline) VPC to install Tanzu Kubernetes
Grid.

« A private Docker-compatible container registry such as Harbor, Docker, or Artifactory installed and
configured. This registry runs outside of Tanzu Kubernetes Grid and is separate from any registry

deployed as a shared service for clusters.
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This reference design uses Tanzu Kubernetes Grid to manage the lifecycle of multiple Kubernetes workload
clusters by bootstrapping a Kubernetes management cluster with the Tanzu command-line tool. Consider
the following when configuring the network for Tanzu Kubernetes Grid:

Create Intemet-restricted VPCs with no Intemet gateway (offline VPCs) for Tanzu Kubernetes Grid
management and workload clusters. The Administrator/Operator must be able to access/ssh into
Internet-restricted (offline) VPCs.

Create an AWS Transit Gateway for a network architecture with multiple VPCs with multiple
Availability Zones. The AWS Transit Gateway connects all your VPCs and on-premises networks

through a central hub. This simplifies your network and avoids complex peering relationships. The
AWS Transit Gateway acts as a cloud router — each new connection is made only once.

Use an internal load balancer scheme. A best practice is to create an internal load balancer to avoid
exposing the Kubernetes API server to the public Internet. To use an internal load balancer, include
the following setting in the cluster configuration file: Aws LOAD BALANCER SCHEME INTERNAL: true
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If you use an internal load balancer, run Tanzu Kubernetes Grid from a machine with access to the
target VPC private IP space.

¢ Beware that 172.17.0.0/16 is the default Docker subnet. If you are going to use that subnet for a
VPC deployment, you must change the subnet for your Docker container.

Storage
Tanzu Kubernetes Grid ships with the AWS cloud storage driver, which allows you to provision stateful
storage volumes in your Tanzu Kubernetes Grid cluster. The following storage classes are available:

e gp2 - General Purpose SSD (default storage class)

e io1-10PS provisioned SSD

¢ st1 - Throughput Optimized HHD

e sc1-Cold HDD

For more information on available storage options, see Amazon EBS volume types.

VPC Architectures

In a production deployment, Tanzu Kubernetes Grid creates multiple Availability Zones (AZs).

VMware recommends that you create the VPCs before you deploy Tanzu Kubernetes Grid. Also, make sure
that you tag a private subnet in each AZ, including the control plane cluster, with a key of
kubernetes.io/cluster/<cluster name>.AS a best practice, ensure that the value you use for the
private subnets for an AZ can easily identify the subnets as belonging to the same AZ. For example:

aws ec2 create-subnet --vpc-id SvpcId --cidr-block <ip address> --availability-zone
S{AWS REGION}b --tag-specifications ‘ResourceType=subnet, Tags=[{Key=Name,Value=priv-b}]’

—--output json > SWORKING DIR/subnet-priv-b

All Internet-restricted VPCs must add the following endpoints to enable private connections between the
VPCs and supported AWS services.

Service endpoints:

e sts
e ssm
e ec2

¢ ec2messages

¢ elasticloadbalancing

e secretsmanager

e ssmmessages

¢ s3 (optional; recommended)

Based on your application needs and desired outcomes, you can organize your workloads by using one of
the following VPC architectures.

Single VPC with Multiple Availability Zones



https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ebs-volume-types.html
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For most use cases, a single VPC spread across multiple AZs is sufficient. If more separation is needed
within one VPC, more subnets can be used to provide better IP-based visibility to corporate firewalls. The
network diagram above depicts this architecture.

Multiple VPC with Multiple Availability Zones

For more separation of application workloads on AWS, you can deploy separate Kubernetes clusters to
independent private VPCs. This separation might be desirable for workloads with different compliance
requirements across different business units. By default, Tanzu Kubemnetes Grid creates one VPC per
cluster.

The following diagram shows an example architecture with multiple offline VPCs. The control plane load
balancers in the example architecture are configured as internal load balancers.

VPC VPC
Management cluster Human Resources

Private Private Private Private
subnet subnet subnet subnet
10.1.0.0/24 10.1.4.0/24 10.1.11.0/24 10.1.2.0/24

@

Transit Gateway

Corporate Network

Another variant of multiple VPC and multiple AZ design is to have one VPC for the management cluster and
another for workload clusters. The following diagram illustrates such a design.
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VPC VPC
Management cluster Workload

Private Private
subnet subnet
10.1.0.0/24 10.1.11.0/24

&

Transit Gateway

Corporate Network

Private
subnet
10.1.4.0/24

Consider the following design implications when designing your network architecture.

Decision . . . . YRy

D Design Decision Design Justification

TKG-AG- Use separate Better isolation and security policies

001 networks/VPCs for the between environments isolate production
management cluster and Kubernetes clusters from dev/test

workload clusters clusters

Design Implications

Sharing the same network for multiple
clusters can cause shortage of IP
addresses
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Decision

D Design Decision Design Justification Design Implications

TKG-AG-  Use separate networks for Isolate production Kubernetes clusters Aseparate set of Service Engines

002 workload clusters based on  from dev/test clusters can be used for separating dev/test
their usage workload clusters from prod clusters

Availability
VMware recommends deploying your Tanzu Kubernetes Grid cluster in an odd number of AZs to ensure
high availability of components that require consensus to operate in failure modes.

The Tanzu Kubemetes Grid management cluster performs Machine Health Checks on all Kubernetes worker
VMs. This ensures that workloads remain in a functional state, and can remediate issues such as:

« aworker VM is accidentally deleted or corrupted.
« the Kubelet process on a worker VM is accidentally stopped or corrupted.

These health checks ensure that your worker capacity remains stable and can be scheduled for workloads.
These health checks, however, do not apply to the control plane or to the load balancer VMs.

Quotas

It is essential to provide sufficient quotas to support both the management cluster and the workload
clusters in your deployment. Otherwise, the cluster deployments will fail. Depending on the number of
workload clusters you deploy, you may need to increase the AWS services quotas from their default values
in every region in which you deploy Tanzu Kubemetes Grid.

The number of VPCs depends on the VPC architecture you select. The following table indicates the number
of VPCs for the network architectures in the network diagrams shown above.

VPC Architecture Number of VPCs
Single VPC 1
Multiple VPCs - one for each Kubernetes cluster 3
Multiple VPCs - one for the management cluster and one for workload cluster 2

See AWS service quotas for more information on AWS services default quotas.

Private Registry for Tanzu Kubernetes Grid
Before installing Tanzu Kubernetes grid into an air-gapped environment, a private Docker-compatible
container registry such as Harbor, Docker, or Artifactory must be installed and configured as follows:

e Should run outside of Tanzu Kubernetes Grid and should be separate from any registry deployed as
a shared service for clusters.

¢ Should use an RFC 1918 (private) address and remain routable to the Tanzu Kubernetes Grid
clusters.

¢ Should be configured with SSL certificates signed by a trusted CA.
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https://www.docker.com/
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¢ Must not implement user authentication. For example, if you use a Harbor registry, the project must
be public, not private.

¢ Must have all the Tanzu Kubernetes Grid images uploaded before you start installing Tanzu
Kubernetes grid. See Prepare an Internet-Restricted Environment for more details.

Compliance and Security

VMware-published Tanzu Kubernetes releases (TKrs), along with compatible versions of Kubernetes and
supporting components, use the latest stable and generally-available update of the OS version that it
packages. They contain all current CVE and USN fixes as of the day that the image is built. The image files
are signed by VMware and have file names that contain a unique hash identifier. The VMware-published
Tanzu Kubernetes releases (TKrs) contain a BOM (bill of materials) for every component that appears in
each Tanzu Kubernetes releases. This can be combined with the Tanzu Kubernetes grid BOM to provide a
holistic view of the containers and contents of every combination of a Tanzu Kubernetes releases and
Tanzu Kubernetes Grid release. These BOM files are securely served from VMware and stored as imgpkg
generated Open Container Initiative (OCI) compliant images that have immutable hashes associated with
the BOM file itself.

VMware provides FIPS (Federal Information Processing Standards)-capable version of Tanzu Kubernetes
Grid. You can install and run a FIPS-capable version of Tanzu Kubernetes Grid, in which core components
use cryptographic primitives provided by a FIPS-compliant library that provides FIPS 140-2 compliance
based on the BoringCrypto / Boring SSL module. These core components include components of
Kubemetes, Containerd and CRI, CNI plugins, CoreDNS, and etcd.

Kubernetes Hardening

VMware has a robust process of following U.S. Department of Defense security standards for Tanzu
Kubernetes Grid which includes scanning against an official Security Technical Implementation Guide
(STIG) provided by the Defense Information Systems Agency (DISA).

Refer to the following sample post hardening results snapshots for Tanzu Kubernetes Grid.

Kubernetes Hardening - Control Plane

Kubernetes Hardening - Worker Node
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You can download the sample test results output.

Node OS Hardening

Tanzu Kubernetes Grid is layered on top of VMs using the Ubuntu operating system. Ubuntu has an official
Security Technical Implementation Guide (STIG) provided by the Defense Information Systems Agency
(DISA). To comply with STIG guidelines and to enable consistent and fast machine deployments, VMs are
deployed from images using Ubuntu as the base operating system. VMware publishes AMI, OVA, or VHD
that are FIPS enabled and STIG hardened.

Refer to the following OS hardening sample results snapshots.

Node OS Hardening - Control Plane
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You can download the sample test results output.

Service Installer for VMware Tanzu allows you to deploy a working Tanzu Kubernetes Grid cluster that
already has the DISA Kubernetes STIG applied and it also enables FIPS 140-2 compatible algorithms.

Ports, Protocols, and Services Management (PPSM)
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The Cloud Computing SRG V1R4 states in Section 5.15 that mission owners using CSOs of any
service type (I/P/SaaS) must comply with DoDI 8551.01: Ports, Protocols, and Services
Management (PPSM) when implementing and operating their systems/applications in an

TaaS/PaaS CSO or when using a SaaS offering.

This requirement is to ensure that a standardized process is in place to catalog, regulate, and control the
use and management of protocols in the Internet protocol suite, and associated ports on government
networks including interconnected systems and platforms.

To further this mission, and ensure that this information is readily available, refer to the VMware public
repository for Tanzu Kubernetes Grid PPSM.

National Institute of Standards and Technology (NIST)

Since 2014, the public sector has been required to develop, document, implement, and maintain information
security of government information systems through a standardized approach or framework. A major
component of how this strategy is implemented relies on the security controls documented in NIST Special
Publication 800-53, and the Risk Management Framework guidelines established in NIST SP 800-37.
VMware maintains a partnership with the NIST Cybersecurity Center of Excellence (NCCoE) which includes
validation of core VMware products including NSX, vSphere, vRealize, and Tanzu Kubernetes Grid. Refer to
Security for more information.

Tanzu Kubernetes Grid Security Overview

For in depth information on the VMware security process and the current state of the art of Tanzu
Kubernetes Grid security standards, see Tanzu Kubernetes Grid Security Overview Whitepaper.

Cluster Creation and Management

In this reference design, Tanzu Kubernetes Grid creates and manages ubiquitous Kubernetes clusters on
AWS using Kubernetes Cluster API. Tanzu Kubernetes Grid functions through the creation of a
management cluster that hosts the Cluster API. The Cluster API then interacts with the infrastructure
provider to service workload Kubernetes cluster lifecycle requests.

Tanzu Kubernetes Grid

Welcome to the VMware Tanzu Kubernetes Grid Installer

VMware Tanzu Kubernetes Grid delivers the services that IT teams need to effectively support development teams that develop and configure Kubernetes-based applications in a complex world. It balances the needs of

& “ development teams to access resources and services, with the needs of centralized IT organizations to maintain and control the development environments,

To begin using Tanzu Kubernetes Grid, you first deploy a management cluster to your chosen infrastructure. The management cluster provides the entry point for Tanzu Kubernetes Grid integration with your platform, and aliows

- - You o deploy multple workload clusters
1 Product documentation can be found here.
- Deploy the management cluster
VMware vSphere AWS EC2 Microsoft Azure
& i A
Deploy your management cluster on VMware vSphere Deploy your management cluster on Amazon Elastic Compute Cloud Deploy your management cluster on Microsoft Azure
DEPLOY DEPLOY. DEPLOY.

Tanzu for Kubernetes Operations includes observability components as well as a container registry.
VMware recommends installing the necessary components into a centralized shared services cluster.

When making design decisions for your Tanzu Kubernetes Grid clusters, consider the design implications
listed in the following table.
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Decision
ID

TKG-
CLS-001

TKG-
CLS-002

TKG-
CLS-003

TKG-
CLS-004

TKG-
CLS-005

TKG-
CLS-006

TKG-
CLS-007

Design Decision

Deploy TKG
Management cluster
from CLI

Use AWS internal
Load Balancer
scheme for your
Control Plane
Endpoints

Deploy Tanzu
Kubernetes clusters
in large and above
sizes ec2
instances(example
t2.large or ++)

Deploy Tanzu
Kubernetes clusters
with Prod plan

Deploy Tanzu
Kubernetes clusters
with an odd number
of AWS AZs for HA

Enable identity
management for
Tanzu Kubernetes
Grid clusters

Enable Machine
Health Checks for
TKG clusters
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Design Justification

Ul doesn’t provide an option to specify
an internal registry to use for TKG
installation

Don’t expose Kubernetes API
endpoints to Internet in Tanzu
Kubernetes Grid clusters.

Allow TKG clusters to have enough
resources for all Tanzu packages

This deploys multiple control plane
nodes and provides High Availability for
the control plane

This deploys multiple control plane
nodes and provides High Availability for
the control plane

To avoid usage of administrator
credentials and ensure that required
users with the right roles have access
to Tanzu Kubernetes Grid clusters

The Tanzu Kubernetes Grid
management cluster performs Machine
Health Checks on all Kubernetes
worker VMs and HA, Machine Health
Checks interoperably work together to
enhance workload resiliency

Design Implications

Additional parameters are required to be
passed in the cluster deployment file. Using Ul,
you can't pass these additional parameters.

Create additional AWS load balancers in your
AWS account which may increase AWS
infrastructure cost.

Create bigger AWS ec2 instances into your
aws account which may increase AWS
infrastructure cost .

TKG infrastructure is not impacted by single
node failure

TKG infrastructure is not impacted by single
zone failure.

Pinniped package helps with integrating the
TKG Management cluster with LDAPS
Authentication and Workload cluster inherits
the authentication configuration from the
management cluster

A MachineHealthCheck is a resource within the
Cluster API that allows users to define
conditions under which Machines within a
Cluster should be considered unhealthy.
Remediation actions can be taken when
MachineHealthCheck has identified a node as
unhealthy.

Bring Your Own Images for the Tanzu Kubernetes Grid
Deployment

You can build custom machine images for Tanzu Kubernetes Grid to use as a VM template for the
management and Tanzu Kubernetes (workload) cluster nodes that it creates. Each custom machine image
packages a base operating system (OS) version and a Kubemetes version, along with any additional
customizations, into an image that runs on vSphere, Microsoft Azure infrastructure and AWS (EC2)

environments.

A custom image must be based on the OS versions that are supported by Tanzu Kubernetes Grid. The
table below provides a list of operating systems that are supported for building custom images for the Tanzu
Kubernetes Grid.
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vSphere AWS Azure

- Ubuntu 20.04 - Ubuntu 20.04 - Ubuntu 20.04
- Ubuntu 18.04 - Ubuntu 18.04 - Ubuntu 18.04
-RHEL 7 - Amazon Linux 2

- Photon OS 3

For additional information on building custom images for TKG, see the Tanzu Kubernetes Grid Build
Machine Images documentation for the applicable operating system:

¢ Linux Custom Machine Images

¢ Windows Custom Machine Images

Tanzu Kubernetes Clusters Networking
A Tanzu Kubernetes cluster provisioned by the Tanzu Kubemetes Grid supports two Container Network
Interface (CNI) options:
¢ Antrea
¢ Calico
Both are open-source software that provide networking for cluster pods, services, and ingress.

When you deploy a Tanzu Kubemetes cluster using Tanzu CLI using the default configuration, Antrea CNI is
automatically enabled in the cluster. While Kubernetes does have in-built network policies, Antrea builds on
those native network policies to provide more fine-grained network policies of its own.

Antrea has a ClusterNetworkPolicy which operates at the Kubernetes cluster level. It also has a
NetworkPolicy which limits the scope of a policy to a Kubernetes namespace. The ClusterNetworkPolicy
can be thought of as a means for a Kubernetes Cluster Admin to create a security policy for the cluster as a
whole. The NetworkPolicy can be thought of as a means for a developer to secure applications in a
particular namespace. See Tanzu Kubernetes Grid Security and Compliance for more details.

To provision a Tanzu Kubernetes cluster using a non-default CNI, see the following instructions:
¢ Deploy Tanzu Kubernetes clusters with calico
¢ Implement Multiple Pod Network Interfaces with Multus

Each CNI is suitable for a different use case. The following table lists some common use cases for the two
CNIs that Tanzu Kubernetes Grid supports. The information in this table will help you select the right CNI in
your Tanzu Kuberetes Grid implementation.

CNI Use Case Pros and Cons

Antr  Enable Kubernetes pod networking with IP overlay networks using VXLAN Pros:

ea or Geneve for encapsulation. Optionally encrypt node-to-node Provide an option to configure egress IP
communication using IPSec packet encryption. Antrea supports advanced pool or static egress IP for the
network use cases like kernel bypass and network service mesh Kubernetes workloads.
Cons:

More complicated for network
troubleshooting because of the
additional overlay network
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CNI Use Case Pros and Cons

Cali  Calico is used in environments where factors like network performance, Pros:

co flexibility, and power are essential. - Support for network policies
For routing packets between nodes, Calico leverages the BGP routing - High network performance
protocol instead of an overlay network. This eliminates the need to wrap - SCTP Support
packets with an encapsulation layer resulting in increased network Cons:
performance for Kubernetes workloads. - No multicast support.

Mult  Multus CNI provides multiple interfaces per each Kubernetes pod. Using
us Multus CRDs, you can specify which pods get which interfaces and allow
different interfaces depending on the use case. - Separation of data/control planes.

Pros

- Separate security policies can be used
for separate interfaces.

- Supports SR-10V, DPDK, OVS-DPDK,
and VPP workloads in Kubernetes with
both cloud native and NFV based
applications in Kubernetes.

Consider the following design implications on Tanzu Kubernetes Clusters Networking.

Decision Design

. Design Justification Design Implications
ID Decision
TKG-AG- UseAntrea Antreais the preferred go forward network stack for Some specific networking features
OON for CNI Tanzu Kubernetes Clusters and is being actively such as BGP external IP
developed within VMware for performance and advanced  advertisement might require the
network functionality Calico CNI.

Ingress and Load Balancing

Tanzu Kubernetes Grid requires load balancing for both the control plane and the workload clusters. Tanzu
Kubemetes Grid for AWS uses elastic load balancers for both.

A default installation of Tanzu Kubernetes Grid does not deploy an ingress controller. Users can use
Contour (available for installation through Tanzu Packages) or any third-party ingress controller of their
choice. Contour is an open-source controller for Kubernetes ingress routing and can be used for layer 7 load
balancing. Contour can be installed in the Shared Services cluster on any Tanzu Kubernetes Cluster.
Deploying Contour is a prerequisite for deploying the Prometheus, Grafana, or Harbor packages on a
workload cluster. For more information about Contour, see the Implementing Ingress Control with Contour.

To use a private load balancer, set service.beta.kubernetes.io/aws-load-balancer-internal:
"true" in the annotations for the service. This setting also applies to the Contour ingress and controls.

Example :

annotations:

service.beta.kubernetes.io/aws-load-balancer-internal: "true"

The following table provides general recommendations for when you should use the Contour ingress
controller for your Kubernetes environment.
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Ingress

Use Case
Controller

Contour Use Contour when north-south traffic is needed in a Kubernetes cluster. You can apply security policies for
north-south traffic by defining the policies in the applications manifest file. Contour is a reliable solution for
simple Kubernetes workloads.

Authentication with Pinniped

The Pinniped authentication and authorization service components are deployed into the management
cluster. Pinniped uses the LDAP identity provider (IDP) configurations specified during the management
cluster deployment. The workload cluster inherits its authentication configurations from its management
cluster. With authentication in place, a Kubernetes administrator can enforce role-based access control
(RBAC) with Kubernetes RoleBinding resources. These resources associate an identity provider user with a
given Kubernetes role on the workload cluster.

Pinniped consists of following components:

¢ The Pinniped Supervisor: It is an OIDC server that authenticates users through an external
identity provider (IDP)/LDAP, and then issues its own federation ID tokens to be passed on to
clusters based on the user information from the IDP.

« The Pinniped Concierge: It is a credential exchange API which takes as input a credential from
an identity source (e.g., Pinniped Supervisor, proprietary IDP), authenticates the user via that
credential, and returns another credential which is understood by the host Kubernetes cluster or by
an impersonation proxy which acts on behalf of the user.

¢ Dex: Pinniped uses Dex as a broker for your upstream LDAP identity provider. Dex is only deployed
when LDAP is selected as the OIDC backend during Tanzu Kubernetes Grid management cluster
creation.

The following diagram shows the Pinniped authentication flow with an LDAP. In the diagram, the blue arrows
represent the authentication flow between the workload cluster, the management cluster and the LDAP. The
green arrows represent Tanzu CLI and kubect1 traffic between the workload cluster, the management
cluster and the external IDP.
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See the Pinniped docs for more information on how to integrate Pinniped into Tanzu Kubernetes Grid with
LDAP.

VMware recommends the following best practices for managing identities in Tanzu Kubernetes Grid-
provisioned clusters:

* Configure Pinniped services during management cluster creation.
« Limit access to cluster resources following the least privilege principle.

+ Limit access to management clusters to the appropriate set of users. For example, provide access
only to users who are responsible for managing infrastructure and cloud resources but not to
application developers. This is especially important because access to the management cluster
provides access to all workload clusters.

Observability

Tanzu Kubernetes Grid Monitoring

In an air-gapped environment, monitoring for the Tanzu Kubernetes clusters is provided via Prometheus and
Grafana.

¢ Prometheus is an open-source system monitoring and alerting toolkit. It can collect metrics from
target clusters at specified intervals, evaluate rule expressions, display the results, and trigger
alerts if certain conditions arise. The Tanzu Kubernetes Grid implementation of Prometheus
includes Alert Manager, which you can configure to notify you when certain events occur.
Prometheus exposes scrapable metrics endpoints for various monitoring targets throughout your
cluster. Metrics are ingested by polling the endpoints at a set interval. The metrics are then stored
in a time-series database. You use the Prometheus Query Language interface to explore the
metrics.

¢ Grafana is an open-source visualization and analytics software. It allows you to query, visualize,
alert on, and explore your metrics no matter where they are stored. Grafana is responsible for
visualizing Prometheus metrics without the need to manually write the PromQL queries. You can
create custom charts and graphs in addition to the pre-packaged options.
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Both Prometheus and Grafana are installed with CLI-managed Tanzu packages by creating the deployment
manifests and invoking the kubectl command to deploy the packages in the Tanzu Kubernetes clusters.

The following diagram shows how the monitoring components on a cluster interact.

Alert Manager

Prometheus

Fire Alerts
Datasource
Prometheus Prometheus Prometheus > Grafana
Prometheus serveres
Persistent Volume
Requests

PAS

/O\

N/ Storage class
Tanzu > Persistent

Kubernetes metrics
Grid storage

You can use out-of-the-box Kubernetes dashboards or you can create new dashboards to monitor
compute/network/storage utilization of Kubernetes objects such as Clusters, Namespaces, and Pods.

The following pictures show some sample dashboards.

Namespace (Pods) Compute Resources Utilization Dashboard
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Log Forwarding
Tanzu also includes Fluent Bit for integration with logging platforms such as vRealize, Log Insight Cloud,
and Elasticsearch. See Fluent Bit Documentation for various logging providers.

You can deploy Fluent Bit on any management cluster or Tanzu Kubernetes clusters from which you want
to collect logs. First, configure an output plugin on the cluster from which you want to gather logs,
depending on the endpoint that you use. Then deploy Fluent Bit on the cluster as a package.

Tanzu Kubernetes Grid Upgrade

26


https://techdocs.broadcom.com/us/en/vmware-tanzu/cli/tanzu-packages/latest/tnz-packages/packages-fluentbit.html

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

To upgrade the previous version of Tanzu Kubernetes Grid into your environment, see Tanzu Kubermnetes
Grid Upgrade instructions.

Summary

Tanzu Kubernetes Grid on AWS offers high-performance potential, convenience, and addresses the
challenges of creating, testing, and updating cloud-based Kubernetes platforms in a consolidated production
environment. This validated approach will result in a production quality installation with all the application
services needed to serve combined or uniquely separated workload types via a combined infrastructure
solution.

This plan meets many Day-0 needs for quickly aligning product capabilities to full stack infrastructure,
including networking, configuring your firewall, load balancing, workload compute alignment and other
capabilities. Observability and Metrics Monitoring can be quickly implemented with Prometheus and
Grafana.

Deploy Tanzu Kubernetes Grid on AWS in an Air-Gapped
Environment
This document outlines the steps for deploying VMware Tanzu for Kubernetes Operations (informally known

as TKO) on AWS in an air-gapped (Internet-restricted) environment. The deployment is based on the
reference design provided in VMware Tanzu Kubernetes Grid on AWS Airgap Reference Design.

Deploying with VMware Service Installer for Tanzu

You can use VMware Service Installer for VMware Tanzu to automate this deployment.

VMware Service Installer for Tanzu automates the deployment of the reference designs for Tanzu for
Kubemetes Operations. It uses best practices for deploying and configuring the required Tanzu for
Kubernetes Operations components.

To use Service Installer to automate this deployment, see Deploying Tanzu Kubernetes Grid on Federal Air-
gapped AWS VPC Using Service Installer for VMware Tanzu.

Alternatively, if you decide to manually deploy each component, follow the steps provided in this document.

Prerequisites

Before deploying VMware Tanzu for Kubernetes Operations in an AWS air-gapped environment, ensure that
the following are set up.

¢ AWS Account: An IAM user account with administrative privileges.

¢ AWS Resource Quotas: Sufficient quotas to support both the management cluster and the
workload clusters in your deployment. Otherwise, the cluster deployments will fail. Depending on
the number of workload clusters you plan to deploy, you may need to increase the AWS services
quotas from their default values. You will need to increase the quota in every region in which you
deploy Tanzu Kubernetes Grid.

o AWS service quotas in the AWS.
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An Internet-connected Linux bootstrap machine The bootstrap machine can be a local device
such as a laptop or a virtual machine running in, for example, VMware Workstation or Fusion. You
will use the bootstrap machine to create the AWS VPC and jumpbox. The bootstrap machine:

o

Is not inside the Internet-restricted environment or is able to access the domains listed in
Proxy Server Allowlist.

Has the Docker client app installed.
Has imgpkg installed.

Has the latest version of yq installed.
Has the latest version of jq installed.
Has AWS CLI installed.

Has the Carvel Tools installed, if you intend to install one or more of the optional packages
provided by Tanzu Kubernetes Grid, such as Harbor.

VMware Cloud: Access to VMware Cloud to download Tanzu CLI.

Overview of the Deployment Steps

The main steps to deploy Tanzu for Kubernetes Operations on AWS EC2 are as follows. Each step links to
more detailed instructions.

1.

- A A =
w N =~ O

14.

© ©®© N o o M W b

Set Up AWS Infrastructure.

Create an Offline JumpBox.

Create and Set Up a Private Container Registry.

Copy the Container Images Required to Deploy Tanzu Kubernetes Grid.

Tanzu Kubernetes Grid Build Machine Image.

Prepare an Internet-Restricted Environment.

Install Tanzu Kubemetes Grid Management Cluster.

Examine the Management Cluster Deployment.

Deploy Workload Clusters.

Install and Configure Packages into Workload Clusters.

Logs and Troubleshooting.

Delete Clusters.

Air-Gapped STIG/FIPS Deployment on AWS.

Tanzu Kubernetes Grid Upgrade.

Set Up AWS Infrastructure

The following describes the steps to create your AWS environment and configure your network. Follow the
steps in the order provided.

28


https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/install-cli.html
https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/install-cli.html
https://customerconnect.vmware.com/login

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Create an Internet-Restricted Virtual Private Cloud (VPCQC)

Follow these steps to create an Internet-restricted (offline) AWS VPC or see Work with VPCs in AWS
documentation. The offline VPC must not have a NAT or Internet gateway. Create your offline VPC with
private subnets only.

1. Create a VPC.

1. Log in to your AWS Console and select VPC service.
2. Create your VPC with Valid CIDR and name.

2. Create 3 Private Subnets. Click Subnet and create your subnet with:
1. Private Subnet 1, Private Subnet 2 and Private Subnet 3 valid Name & VPC.

2. Valid Subnet range which is valid IPv4 CIDR Block.

3. Create Private Route Table.

1. Create a Route table in the same VPC.
2. Make sure you selected the right VPC and gave a proper tag.

4. Add Private Subnet in Private Route Table.
1. Edit the Subnet Association.

2. Select the PrivateSubnet checkbox.
3. Click Save.

5. Edit DNS Resolution and Hostname.
1. Click Action and Edit DNS hostname.

2. Select DNS Hostname and click Save.

3. Refer to AWS Documentation for more information.

ﬁ If you create multiple offline VPCs, also see Getting started with transit gateways in AWS
documentation to create an AWS transit gateway.

1. Create a VPC peering connection between offline and Internet-connected VPC. If you have created
the transit gateway, you can skip this step.

Add VPC Endpoints into Offline VPC

After you create the offline VPC, you must add the following endpoints to the offline VPC. VPC endpoints
enable private connections between your VPC and supported AWS services.

Service endpoints:

e sts
e ssm
e ec2

e ec2messages

* elasticloadbalancing
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e secretsmanager
e ssmmessages
¢ s3 (gateway type)

For more information about creating an endpoint service, see Create a service powered by AWS PrivateLink
in AWS documentation.

Create an Offline JumpBox

After configuring the network, complete the steps described in this section to set up your jumpbox. You will
download the Tanzu CLI to the jumpbox, which you will use to deploy the management cluster and workload
clusters. You also keep the Tanzu and Kubernetes configuration files for your deployments on your
jumpbox.

1. Create a jumpbox.

#Set up AWS credentials

export AWS ACCESS KEY ID=xx

export AWS SECRET ACCESS KEY=xx

# Should be a region with at least 3 available AZs
export AWS REGION=us-east-1

export AWS PAGER=""

#Set up AWS profile
aws ec2 describe-instances --profile <profile name>

export AWS PROFILE=<profile name>

# Set offline VPC and private subnet ID
export vpcld=<offline vpc id>

export prisubnetId=<private subnet id>
export WORKING DIR=<local working dir>

aws ec2 create-security-group --group-name "jumpbox-ssh" --description "To Jump
box" --vpc-id "$vpcId" --output json > SWORKING DIR/sg jumpbox ssh
aws ec2 create-tags --resources $(jg -r .GroupId $WORKING DIR/sg_jumpbox ssh) -

-tags Key=Name,Value="jumpbox-ssh"

# Allow SSH access to jumpbox
aws ec2 authorize-security-group-ingress --group-id $(jg -r .GroupId SWORKING
DIR/sg_jumpbox ssh) --protocol tcp --port 22 --cidr "0.0.0.0/0"

# Save this file (or use an existing team keypair)

aws ec2 create-key-pair --key-name tkg-kp --query 'KeyMaterial' --output text >
tkgkp.pem

chmod 400 tkgkp.pem

# Find an Amazon Machine Image (AMI) for your region https://cloud-images.ubunt
u.com/locator/ec2/ (20.04)< _Correct? >

aws ec2 run-instances --image-id ami-036d46416a34a6llc --count 1 --instance-typ
e t2.xlarge --key-name tkg-kp --security-group-ids $(jg -r .GroupId $WORKING D
IR/sg_jumpbox_ ssh) --subnet-id $prisubnetId --tag-specifications 'ResourceTy
pe=instance, Tags=[{Key=Name,Value=tkg-jumpbox}]"' --block-device-mappings 'Devic
eName=/dev/sdal,Ebs={VolumeSize=64}' > SWORKING DIR/instance jb starting

2. Wait a few minutes for the instance to start. Then SSH to the jumpbox.
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aws ec2 describe-instances --instance-id $(jg -r '.Instances[0].InstanceId' $WO
RKING_DIR/instance_jb_starting) > S$WORKING_DIR/instance_ jb_started

echo j IP: $(jg -r '.Reservations[0].Instances[0].PrivateIpAddress' SWORKING DI
R/instance_ Jjb_ started)

ssh ubuntu@S$ (jg -r '.Reservations[0].Instances[0].PrivateIpAddress' SWORKING DI
R/instance_ Jjb started) -i tkgkp.pem

3. Log in to the jumpbox to install the necessary packages and configurations.

1. Download Docker Ubuntu binaries and transfer to the jumpbox.

#transfer docker package file
scp -i tkgkp.pem docker-ce-cli 20.10.9 3-0 ubuntu-focal amdé64.deb ubuntul
$(jg -r '.Reservations[0].Instances[0].PrivateIpAddress' SWORKING DIR/ins

tance jb started) :/home/ubuntu
2. Add ubuntu user to Docker and reboot the jumpbox.

#login to Jjumpbox

ssh ubuntul<jumpbox-ip> -1 tkgkp.pem

#install docker

dpkg --install <docker-ce-cli 20.10.9 3-0_ ubuntu-focal amd64.deb
#add ubuntu user to docker

sudo adduser ubuntu docker

#reboot

sudo reboot

4. Download the Tanzu CLI and other Linux utilities from the Tanzu Kubernetes Grid Download Product
site.

5. Copy the files and binaries to the jumpbox.

scp -i tkgkp.pem tanzu-cli-bundle-linux-amd64.tar kubectl-linux-v1.23.8+vmware.
gz ubuntu@$(jg -r '.Reservations[0O].Instances[0].PublicIpAddress' SWORKING_ DIR/

instance_ jb_started) :/home/ubuntu
6. Connect to the jumpbox.
ssh ubuntu@<jumpbox-ip> -i tkgkp.pem

7. Install the Tanzu CLI.

Run the session in screen in case your SSH connection is terminated. If your connection is
terminated, you can reattach to the screen session with screen -r once you have reconnected.

screen
tar -xzvf tanzu-cli-bundle-linux-amdé4.tar.gz

gunzip kubectl-*.gz

sudo install kubectl-linux-* /usr/local/bin/kubectl

cd cli/

sudo install core/*/tanzu-core-linux amdé64 /usr/local/bin/tanzu
gunzip *.gz

sudo install imgpkg-linux-amd64-* /usr/local/bin/imgpkg

sudo install kapp-linux-amd64-* /usr/local/bin/kapp
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sudo install kbld-linux-amdé64-* /usr/local/bin/kbld
sudo install vendir-linux-amd64-* /usr/local/bin/vendir
sudo install ytt-linux-amdé64-* /usr/local/bin/ytt

cd ..

tanzu plugin sync

tanzu config init

Running the tanzu config init command for the first time creates the ~/.config/tanzu/tkg
subdirectory, which contains the Tanzu Kubernetes Grid configuration files.

Create and Set Up a Private Container Registry
This registry should run outside of Tanzu Kubernetes Grid and is separate from any registry deployed as a
shared service for clusters.

¢ You can configure the container registry with SSL certificates signed by a trusted CA, or with self-
signed certificates.

¢ The registry must not implement user authentication. For example, if you use a Harbor registry, the
project must be public, not private.

¢ You can set up this private registry on an offline jumpbox machine (should be large enough to set
up a private registry) or set it up on another ec2 instance inside an offline VPC.

Install Harbor

¢ Download the binaries for the latest Harbor release.

¢ Follow the Harbor Installation and Configuration instructions in the Harbor documentation.

Copy the Container Images Required to Deploy Tanzu
Kubernetes Grid

Copy the container images required to deploy Tanzu Kubernetes Grid on AWS to a private registry in a
physically air-gapped, offline environment. This procedure uses the scripts download-images.sh, gen-

publish-images-totar.sh, and gen-publish-images-fromtar.sh to:

¢ Copy the images from the Tanzu Kubernetes Grid public registry and save them locally in tar format
on an offline jumpbox.

e Extract the images from the tar files and copy them to a private registry.

See Copy the container images required to deploy Tanzu Kubernetes Grid for more detailed instructions.

Tanzu Kubernetes Grid Build Machine Image

If you have a requirement to build custom images, follow the steps in Tanzu Kubemetes Grid Build Machine
Images.

For compliance and security requirements VMware has published security overview whitepaper. Refer to
Tanzu Kubernetes Grid security overview whitepaper for more information.

Prepare an Internet-Restricted Environment

32


https://github.com/goharbor/harbor/releases
https://goharbor.io/docs/2.0.0/install-config/
https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/mgmt-reqs-prep-offline.html
https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/mgmt-byoi-index.html
https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/workload-security-overview.html

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Before you can deploy management clusters and Tanzu Kubernetes clusters in an Internet-restricted
environment, you need to prepare the environment.

Set the IP address or FQDN of your local private registry as an environment variable:

export TKG CUSTOM IMAGE REPOSITORY="PRIVATE-REGISTRY" Where PRIVATE-REGISTRY is the IP
address or FQDN of your private registry and the name of the project. For example, custom-image-

repository.io/yourproject.

Follow the instructions in Prepare an Internet-Restricted Environment.

Deploy a Tanzu Kubernetes Grid Management Cluster
Create and edit a YAML configuration file. Then use the configuration file with CLI commands to deploy a
management cluster.

This section describes how to deploy a Tanzu Kubemetes Grid management cluster from a configuration file
using the Tanzu CLI.

Before creating a management cluster using the Tanzu CLI, define the base configuration for the cluster in a
YAML file. Specify this file by using the tanzu management-cluster create command with the --file
option.

ﬁ In the configuration file for the management cluster, enable the AWS internal load balancer
as follows:

AWS LOAD BALANCER SCHEME INTERNAL: "true" Using an internal load balancer scheme prevents the
Kubernetes API server for the cluster from being accessed and routed over the Intemnet.

To create a new Tanzu Kubernetes Grid management cluster, run the following command:
tanzu management-cluster create --file path/to/cluster-config-file.yaml

For more information about deploying a management cluster from a configuration file, see Deploy
Management Clusters from a Configuration File.

Examine the Management Cluster Deployment

When the management cluster is deployed, either from the installer interface or from a configuration file
using Tanzu CLI, Tanzu Kubernetes Grid uses a Kubernetes in Docker kind cluster on the jumpbox to
create a temporary management cluster. kind is a tool for running Kubernetes clusters locally using Docker
containers as Kubernetes nodes.

Tanzu Kubernetes Grid uses the temporary management cluster to provision the final management cluster
on AWS. For information about how to examine and verify your Tanzu Kubermnetes Grid management cluster
deployment, see Examine the Management Cluster Deployment.

Deploy Workload Clusters
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After deploying the management cluster, you can create the workload clusters. The context of the
management cluster is updated automatically, so you can begin interacting with the management cluster.

Run the following command to create a basic workload cluster:
tanzu cluster create <cluster name> --plan=prod

Workload clusters can be highly customized through YAML manifests and applied to the management
cluster for deployment and lifecycle management. To generate a YAML template to update and modify to
your own needs, use the --dry-run switch. Edit the manifests to meet your requirements and apply them
to the cluster.

Example:
tanzu cluster create <workload cluster> --plan=prod --worker-machine-count 3 --dry-run

After the workload cluster is created, the current context changes to the new workload cluster.

For more information on cluster lifecycle and management, see Manage Clusters.

Troubleshooting Tips for Tanzu Kubernetes Grid

For tips to help you to troubleshoot common problems that you might encounter when installing Tanzu
Kubemetes Grid and deploying Tanzu Kubernetes clusters, see Troubleshooting Tips for Tanzu Kubernetes
Grid.

Install and Configure Packages into Workload Clusters

A package in Tanzu Kubernetes Grid is a collection of related software that supports or extends the core
functionality of the Kubernetes cluster in which the package is installed. Tanzu Kubernetes Grid includes
two types of packages, auto-managed packages and CLI-managed packages. For more information about
packages in Tanzu Kubernetes Grid, see Install and Configure Packages.

Auto-Managed Packages

Tanzu Kubernetes Grid automatically installs the auto-managed packages during cluster creation. For more
information about auto-managed packages, see Auto-Managed Packages.

CLI-Managed Packages

A CLI-managed packages package is an optional component of a Kubernetes cluster that you can install
and manage with the Tanzu CLI. These packages are installed after cluster creation. CLI-managed
packages are grouped into package repositories in the Tanzu CLI. If a package repository that contains CLI-
managed packages is available in the target cluster, you can use the Tanzu CLI to install and manage any
of the packages from that repository.

Using the Tanzu CLI, you can install cli-managed packages from the built-in tanzu-standard package
repository or from package repositories that you add to your target cluster. From the tanzu-standard
package repository, you can install the Cert Manager, Contour, Fluent Bit, Grafana, Harbor, and Prometheus
packages. See CLI-Managed Packages for more information.

Recommended packages:
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¢ Cert Manager for automating the management and issuance of TLS certificates. See Installing Cert
Manager.

¢ Contour for ingress control. See Implementing Ingress Control with Contour. For use a private load
balancer, set service.beta.kubernetes.io/aws-load-balancer-internal: "true" in the

annotations for the service. This setting also applies to the Contour ingress and controls.
* Fluent Bit for log processing and forwarding. See Implementing Log Forwarding with Fluent Bit

¢ Prometheus and Grafana for monitoring. See Implementing Monitoring with Prometheus and
Grafana

e Multus for multi networking. Implementing Multiple Pod Network Interfaces with Multus

Logs and Troubleshooting

For information about how to find the Tanzu Kubernetes Grid logs, how to troubleshoot frequently
encountered Tanzu Kubernetes Grid issues, and how to use the Crash Recovery and Diagnostics tool, see
Logs and Troubleshooting.

Delete Clusters

The procedures in this section are optional. They are provided in case you want to clean up your production
or lab environment.

Delete a Workload Cluster

To delete a provisioned workload cluster, first set your context back to the management cluster.
kubectl config use-context [mgmt_cluster_ name]-admin@[mgmt_cluster_ name]
From the management cluster context, run:

tanzu cluster delete <cluster_name>

Delete a Management Cluster

Use this procedure to delete the management cluster as well as all of the AWS objects that Tanzu
Kubernetes Grid created, such as VPC, subnets, and NAT Gateways.

ﬁ Be sure to wait until all the workload clusters have been reconciled before deleting the
management cluster, or you will need to manually clean up the infrastructure.

Run the following command to delete the management cluster and related objects:

tanzu cluster delete <management-cluster-name>

Tanzu Kubernetes Grid Upgrade
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For information about how to upgrade to Tanzu Kubernetes Grid 2.1, see Tanzu Kubernetes Grid Upgrade.
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VMware Tanzu Kubernetes Grid on vSphere
Networking in an Air-Gapped Environment
Reference Design

VMware Tanzu for Kubernetes Operations (informally known as TKO) simplifies operating Kubernetes for
multi-cloud deployment by centralizing management and governance for clusters and teams across on-
premises, public clouds, and edge. Tanzu for Kubernetes Operations delivers an open-source aligned
Kubemnetes distribution with consistent operations and management to support infrastructure and application
modernization.

An air-gapped environment is a network security measure employed to ensure a computer or computer
network is secure by physically isolating it from unsecured networks, such as the public Internet or an
unsecured local area network. This means a computer or network is disconnected from all other systems.

This document lays out a reference design for deploying Tanzu Kubernetes Grid on vSphere Networking in
an air-gapped environment and offers a high-level overview of the different components required for setting
up a Tanzu Kubernetes Grid environment.

Supported Component Matrix

The following table provides the component versions and interoperability matrix supported with the reference
design:

Software Components Version
Tanzu Kubernetes Grid 2.3.0
VMware vSphere ESXi 8.0 U1
VMware vCenter (VCSA) 8.0 U1
VMware vSAN 8.0 U1
NSXAdvanced LB 2213

For the latest information, see VMware Product Interoperability Matrix.

Infrastructure Components

The following components are used in the reference architecture:

¢ Tanzu Kubernetes Grid Instance (TKG) - A Tanzu Kubernetes Grid instance is a full deployment
of Tanzu Kubernetes Grid, including the management cluster, the deployed workload clusters, and
the shared and in-cluster services that you configure..
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NSX Advanced Load Balancer - Tanzu Kubernetes Grid leverages NSX Advanced Load Balancer
to provide L4 load balancing for the Tanzu Kubernetes Clusters Control-Plane HA, and L4/L7
ingress to the applications deployed in the Tanzu Kubernetes Clusters. Users access the
applications by connecting to the Virtual IP address (VIP) of the Virtual Service provisioned by
NSX ALB

User-Managed Tanzu Packages:

o  Cert Manager - Provides automated certificate management. It runs by default in
management clusters.

o  Contour - Provides layer 7 ingress control to deployed HTTP(S) applications. Tanzu
Kubernetes Grid includes signed binaries for Contour. Deploying Contour is a prerequisite
for deploying the Prometheus, Grafana, and Harbor extensions.

o  Fluent Bit - Collects data and logs from different sources, unifies them, and sends them to
multiple destinations. Tanzu Kubemetes Grid includes signed binaries for Fluent Bit.

o Prometheus - Provides out-of-the-box health monitoring of Kubernetes clusters. The Tanzu
Kubernetes Grid implementation of Prometheus includes Alert Manager. You can configure
Alert Manager to notify you when certain events occur.

o  Grafana - Provides monitoring dashboards for displaying key health metrics of Kubernetes
clusters. Tanzu Kuberetes Grid includes an implementation of Grafana.

o Harbor Image Registry - Provides a centralized location to push, pull, store, and scan
container images used in Kubemetes workloads. It supports storing artifacts and includes
enterprise-grade features such as role-based access control (RBAC), retention policies,
automated garbage cleanup, and Docker hub proxying.

o Multus CNI - Enables attaching multiple network interfaces to pods. Multus CNI is a
container network interface (CNI) plugin for Kubermnetes that lets you attach multiple
network interfaces to a single pod and associate each with a different address range.

Bastion Host - Bastion host is the physical/virtual machine where you download the required
installation images/binaries (for TKG installation) from the internet. This machine needs to be
outside the air-gapped environment. The downloaded items then need to be shipped to the
bootstrap machine which is inside the air-gapped environment.

Local Image Registry - An image registry provides a location for pushing, pulling, storing, and
scanning container images used in the Tanzu Kubernetes Grid environment. The image registry is
also used for day-2 operations of the Tanzu Kubernetes clusters, such as storing application
images, upgrading Tanzu Kubernetes clusters, and so forth.

In an air-gapped environment, there are two ways to deploy an image registry:

Existing Image Registry - An image registry pre-existing in the environment with a project created
for storing TKG binaries. The bootstrap machine has access to this registry. After unzipping the
tarball present at the bootstrap machine, the operator uses a script included in the tarball to push
the TKG binaries to the TKG project. This registry can be a Harbor registry or any other container
registry solution.

New Image Registry - If there is no pre-existing image registry in the environment, a new registry
instance can be deployed. The easiest way to create a new image registry instance is VM-based
deployment using OVA and then push the TKG binaries to the appropriate project. VM-based
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deployments are only supported by VMware Global Support Services to host the system images for
air-gapped or Internet-restricted deployments. Do not use this method for hosting application
images.

Tanzu Kubernetes Grid Components

VMware Tanzu Kubernetes Grid (TKG) provides organizations with a consistent, upstream-compatible,
regional Kubemetes substrate that is ready for end-user workloads and ecosystem integrations. You can
deploy Tanzu Kubernetes Grid across software-defined datacenters (SDDC) and public cloud environments,
including vSphere, Microsoft Azure, and Amazon EC2.

Tanzu Kubernetes Grid comprises the following components:

Management Cluster - A management cluster is the first element that you deploy when you create a Tanzu
Kubernetes Grid instance. The management cluster is a Kubernetes cluster that performs the role of the
primary management and operational center for the Tanzu Kubernetes Grid instance. The management
cluster is purpose-built for operating the platform and managing the lifecycle of Tanzu Kubernetes clusters.

ClusterClass API - Tanzu Kubernetes Grid 2 functions through the creation of a management Kubermetes
cluster which houses ClusterClass API. The ClusterClass API then interacts with the infrastructure provider
to service workload Kubernetes cluster lifecycle requests.The earlier primitives of Tanzu Kubernetes
Clusters will still exist for Tanzu Kubernetes Grid 1.X . A new feature has been introduced as a part of
Cluster API called ClusterClass which reduces the need for redundant templating and enables powerful
customization of clusters. The whole process for creating a cluster using ClusterClass is the same as
before but with slightly different parameters.

Workload Clusters - Workload Clusters are the Kubernetes clusters in which your application workloads
run. These clusters are also referred to as Tanzu Kubernetes clusters. Workload Clusters can run different
versions of Kubernetes, depending on the needs of the applications they run.

Shared Service Cluster - Each Tanzu Kubernetes Grid instance can only have one shared services
cluster. You will deploy this cluster only if you intend to deploy shared services such as Contour and Harbor.

Tanzu Kubernetes Cluster Plans - A cluster plan is a blueprint that describes the configuration with which
to deploy a Tanzu Kubernetes cluster. It provides a set of configurable values that describe settings like the
number of control plane machines, worker machines, VM types, and so on. This release of Tanzu
Kubemetes Grid provides two default templates, dev and prod.

Tanzu Kubernetes Grid Instance - A Tanzu Kubernetes Grid instance is the full deployment of Tanzu
Kubemetes Grid, including the management cluster, the workload clusters, and the shared services cluster
that you configure.

Tanzu CLI - A command-line utility that provides the necessary commands to build and operate Tanzu
management and Tanzu Kuberetes clusters. Starting with TKG 2.3.0, Tanzu Core CLI is now distributed
separately from Tanzu Kubernetes Grid. For instructions on how to install the Tanzu CLI for use with Tanzu
Kubernetes Grid, refer Install the Tanzu CLI

Carvel Tools - Carvel is an open-source suite of reliable, single-purpose, composable tools that aid in
building, configuring, and deploying applications to Kubemnetes. Tanzu Kubernetes Grid uses the following
Carvel tools:

e ytt - A command-line tool for templating and patching YAML files. You can also use ytt to collect
fragments and piles of YAML into modular chunks for reuse.
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+ kapp - The application deployment CLI for Kubernetes. It allows you to install, upgrade, and delete
multiple Kubernetes resources as one application.

¢ kbld - An image-building and resolution tool.

* imgpkg - A tool that enables Kubernetes to store configurations and the associated container
images as OCI images, and to transfer these images.

e yq - a lightweight and portable command-line YAML, JSON, and XML processor. yq uses jqo-like
syntax but works with YAML files as well as JSON and XML.

Bootstrap Machine - The bootstrap machine is the laptop, host, or server on which you download and run
the Tanzu CLI. This is where the initial bootstrapping of a management cluster occurs before it is pushed to
the platform where it will run.

Tanzu Kubernetes Grid Installer - The Tanzu Kubemetes Grid installer is a graphical wizard that you
launch by running the tanzu management-cluster create --ui command. The installer wizard runs
locally on the bootstrap machine and provides a user interface to guide you through the process of
deploying a management cluster.Carvel Tools - Carvel is an open-source suite of reliable, single-purpose,
composable tools that aid in building, configuring, and deploying applications to Kubemetes.

Tanzu Kubernetes Grid Storage

Many storage options are available and Kubernetes is agnostic about which option you choose.

For Kubernetes stateful workloads, Tanzu Kubernetes Grid installs the vSphere Container Storage interface
(vSphere CSI) to provision Kubernetes persistent volumes for pods automatically. While the default vSAN
storage policy can be used, site reliability engineers (SREs) and administrators should evaluate the needs
of their applications and craft a specific vSphere Storage Policy. vSAN storage policies describe classes of
storage such as SSD and NVME, as well as cluster quotas.

In vSphere 7u1+ environments with vSAN, the vSphere CSI driver for Kubernetes also supports creating
NFS File Volumes, which support ReadWriteMany access modes. This allows for provisioning volumes
which can be read and written from multiple pods simultaneously. To support this, the vSAN File Service
must be enabled.

You can also use other types of vSphere datastores. There are Tanzu Kubernetes Grid Cluster Plans that
operators can define to use a certain vSphere datastore when creating new workload clusters. All
developers would then have the ability to provision container-backed persistent volumes from that
underlying datastore.

Tanzu Kubernetes Clusters Networking
A Tanzu Kubernetes cluster provisioned by the Tanzu Kubernetes Grid supports two Container Network
Interface (CNI) options:

¢ Antrea

¢ Calico

Both are open-source software that provide networking for cluster pods, services, and ingress. When you
deploy a Tanzu Kubernetes cluster using Tanzu CLI with the default configuration, Antrea CNI is
automatically enabled in the cluster.
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Tanzu Kubernetes Grid also supports Multus CNI that can be installed through Tanzu user-managed
packages. Multus CNI lets you attach multiple network interfaces to a single pod and associate each
interface with a different address range.

To provision a Tanzu Kubernetes cluster using a non-default CNI, see the following instructions:

Deploy Tanzu Kubernetes clusters with calico

Implement Multiple Pod Network Interfaces with Multus

Each CNI is suitable for a different use case. The following table lists common use cases for the three
CNiIs that Tanzu Kubernetes Grid supports. This table will help you with information on selecting the right
CNI in your Tanzu Kubernetes Grid implementation.

CNI

Antr
ea

Cali
co

Mult
us

Use Case

Enable Kubernetes pod networking with IP overlay networks using
VXLAN or Geneve for encapsulation. Optionally encrypt node-to-node
communication using IPSec packet encryption.

Antrea supports advanced network use cases like kernel bypass and
network service mesh.

Calico is used in environments where factors like network performance,
flexibility, and power are essential.

For routing packets between nodes, Calico leverages the BGP routing
protocol instead of an overlay network. This eliminates the need to wrap
packets with an encapsulation layer resulting in increased network
performance for Kubernetes workloads.

Multus CNI provides multiple interfaces per each Kubernetes pod. Using
Multus CRDs, you can specify which pods get which interfaces and allow
different interfaces depending on the use case.

Pros and Cons

Pros:

- Provide an option to Configure Egress IP
Pool or Static Egress IP for the Kubernetes
Workloads.

Pros:

- Support for Network Policies.
- High network performance.

- SCTP Support.

Cons:

- No multicast support.

Pros
- Separation of data/control planes.

- Separate security policies can be used
for separate interfaces.

- Supports SR-I0V, DPDK, OVS-DPDK,
and VPP workloads in Kubernetes with
both cloud native and NFV based
applications in Kubernetes.

Tanzu Kubernetes Grid Infrastructure Networking

Tanzu Kubernetes Grid on vSphere can be deployed on various networking stacks including

VMware NSX-T Data Center Networking.
vSphere Networking (VDS).

The scope of this document is limited to vSphere Networking.
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TKG on vSphere Networking with NSX Advanced Load
Balancer

Tanzu Kubernetes Grid when deployed on the vSphere networking uses the distributed port groups to
provide connectivity to Kubernetes control plane VMs, worker nodes, services, and applications. All hosts
from the cluster where Tanzu Kubernetes clusters are deployed are connected to the distributed switch that
provides connectivity to the Kubernetes environment.

You can configure NSX Advanced Load Balancer in Tanzu Kubernetes Grid as:
¢ L4 load balancer for an application hosted on the TKG cluster.
e The L7 ingress service provider for the application hosted on the TKG cluster.
¢ L4 load balancer for the Kubernetes cluster control plane API server.

Each workload cluster integrates with NSX Advanced Load Balancer by running an Avi Kubernetes Operator
(AKO) on one of its nodes. The cluster's AKO calls the Kubernetes AP| to manage the lifecycle of load
balancing and ingress resources for its workloads.

NSX Advanced Load Balancer Licensing
NSX ALB requires a license to enable and utilize the available load balancing features. VMware Tanzu for
Kubernetes Operations supports the following license editions:

¢ VMware NSX Advance Load Balancer Enterprise Edition.

¢ VMware NSX Advanced Load Balancer essentials for Tanzu.

The Enterprise Edition is the default licensing tier for an Avi Controller. A new Avi Controller is set up in the
Enterprise Edition licensing tier, and the Controller can be switched from one edition to another. For more
information about NSX ALB Feature comparison, see NSX Advanced Load Balancer Editions.

VMware NSX ALB Enterprise Edition

The VMware NSX ALB Enterprise Edition is a full-featured Avi Vantage license that includes load balancing,
GSLB, WAF, and so on.

For more information about VMware NSX ALB Enterprise edition, see VMware NSX ALB Enterprise Edition.

VMware NSX Advanced Load Balancer essentials for Tanzu

Starting with Avi Vantage release 20.1.2, VMware NSX ALB essentials for Tanzu edition is supported on Avi
Vantage. NSX ALB essentials for Tanzu has been introduced to provide basic Layer 4 load balancing
services for Tanzu Basic and Standard edition customers.

For more information on VMware NSX ALB essentials for Tanzu edition, see VMware NSX ALB essentials
for Tanzu.

NSX Advanced Load Balancer Components

NSX Advanced Load Balancer is deployed in Write Access Mode in the vSphere environment. This mode
grants NSX Advanced Load Balancer Controller full write access to the vCenter which helps in automatically
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creating, modifying, and removing service engines (SEs) and other resources as needed to adapt to
changing traffic needs. The core components of NSX Advanced Load Balancer are as follows:

¢ NSX Advanced Load Balancer Controller - NSX Advanced Load Balancer Controller manages
Virtual Service objects and interacts with the vCenter Server infrastructure to manage the lifecycle
of the service engines (SEs). It is the central repository for the configurations and policies related
to services and management, and it provides the portal for viewing the health of VirtualServices
and SEs and the associated analytics that NSX Advanced Load Balancer provides.

¢ NSX Advanced Load Balancer Service Engine - The service engines (SEs) are lightweight VMs
that handle all data plane operations by receiving and executing instructions from the controller. The
SEs perform load balancing and all client- and server-facing network interactions.

¢ Cloud - Clouds are containers for the environment that NSX Advanced Load Balancer is installed or
operating within. During initial setup of NSX Advanced Load Balancer, a default cloud, named
Default-Cloud, is created. This is where the first controller is deployed into Default-Cloud. Additional
clouds may be added, containing SEs and virtual services.

¢ Avi Kubernetes Operator (AKO) - It is a Kubernetes operator that runs as a pod in the Supervisor
Cluster and Tanzu Kubernetes clusters, and it provides ingress and load balancing functionality.
AKO translates the required Kubernetes objects to NSX Advanced Load Balancer objects and
automates the implementation of ingresses, routes, and services on the service engines (SE)
through the NSX Advanced Load Balancer Controller.

¢ AKO Operator (AKOO) - This is an operator which is used to deploy, manage, and remove the
AKO pod in Kubernetes clusters. This operator when deployed creates an instance of the AKO
controller and installs all the relevant objects like:

o AKO statefulset
© ClusterRole and ClusterRoleBinding
o ConfigMap required for the AKO controller and other artifacts.

Tanzu Kubernetes Grid management clusters have an AKO operator installed out of the box during cluster
deployment. By default, a Tanzu Kubernetes Grid management cluster has a couple of
AkoDeploymentConfig created which dictates when and how AKO pods are created in the workload
clusters. For more information, see AKO Operator documentation.

Optionally, you can enter one or more cluster labels to identify clusters on which to selectively enable NSX
ALB or to customize NSX ALB settings for different groups of clusters. This is useful in the following
scenarios: - You want to configure different sets of workload clusters to different Service Engine Groups to
implement isolation or to support more Service type Load Balancers than one Service Engine Group’s
capacity. - You want to configure different sets of workload clusters to different Clouds because they are
deployed in different sites.

To enable NSX ALB selectively rather than globally, add labels in the format key: value pair in the
management cluster config file. This will create a default AKO Deployment Config (ADC) on management
cluster with the NSX ALB settings provided. Labels that you define here will be used to create a label
selector. Only workload cluster objects that have the matching labels will have the load balancer enabled.

To customize the NSX ALB settings for different groups of clusters, create an AKO Deployment Config
(ADC) on management cluster by customizing the NSX ALB settings, and providing a unique label selector
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for the ADC. Only the workload cluster objects that have the matching labels will have these custom
settings applied.

You can label the cluster during the workload cluster deployment or label it manually post cluster creation. If
you define multiple key-values, you need to apply all of them. - Provide an AVI_LABEL in the below format
in the workload cluster deployment config file, and it will automatically label the cluster and select the
matching ADC based on the label selector during the cluster deployment. AvI LABELS: | 'type': 'tkg-
workloadset01' - Optionally, you can manually label the cluster object of the corresponding workload
cluster with the labels defined in ADC. kubectl label cluster <cluster-name> type=tkg-
workloadsetO1l

Each environment configured in NSX Advanced Load Balancer is referred to as a cloud. Each cloud in NSX
Advanced Load Balancer maintains networking and NSX Advanced Load Balancer Service Engine settings.
The cloud is configured with one or more VIP networks to provide IP addresses to load balancing (L4 or L7)

virtual services created under that cloud.

The virtual services can span across multiple service engines if the associated Service Engine Group is
configured in the Active/Active HA mode. A service engine can belong to only one Service Engine group at

a time.

IP address allocation for virtual services can be over DHCP or using NSX Advanced Load Balancer in-built
IPAM functionality. The VIP networks created or configured in NSX Advanced Load Balancer are associated
with the IPAM profile.

Tanzu Kubernetes Grid Clusters Recommendations

Decision . - . A . N
D Design Decision Design Justification Design Implications
TKO- Use NSX Advanced Load AVl is tightly coupled with TKG and vSphere. Adds NSX Advanced
TKG-001 Balancer as your control plane Since AVl is a VMware product customers will  Load Balancer License
endpoint provider and for have single point of contact for Support. Cost to the solution
application load balancing.
TKO- Deploy Tanzu Kubernetes Large form factor should suffice for pinniped
] . Consume more
TKG-002 Management clusters in large form  and velero deployment. This must be capable Resources from
factor of accommodating 100+ Tanzu Workload
Infrastructure.
Clusters
TKO- Deploy Tanzu Kubernetes clusters  This deploys multiple control plane nodes and  Consume more
TKG-003 with prod plan. provides high availability for the control plane.  Resources from
Infrastructure.
TKO- Enable identity management for Role-based access control to Tanzu Required External Identity
TKG-004 Tanzu Kubernetes Grid clusters. Kubernetes Grid clusters. Management
TKO- Enable Machine Health Checks for MachineHealthCheck controller helps to NA
TKG-005 TKG clusters. provide health monitoring and auto-repair for

management and workload clusters
Machines.

Generic Network Architecture

For the deployment of Tanzu Kubemnetes Grid in the vSphere environment, it is required to build separate
networks for the Tanzu Kubernetes Grid management cluster and workload clusters, NSX Advanced Load
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Balancer management, cluster-VIP network for control plane HA, Tanzu Kubernetes Grid management VIP
or data network, and Tanzu Kubernetes Grid workload data or VIP network.

The network reference design can be mapped into this general framework:

VMware
Distributed
Switch
(VDS)

o

()
S

NSX ALB
Controller

NSX ALB Management Port Group

TKG Management Port Group

TKG Mgmt Data VIP Port Group

H vl vl
N EECS
NSX ALB

' Management Service Engine
H Group

TKG Cluster VIP Port Group ‘

BEc QS
NSX ALB

H Workload Service Engine
H Group

TKG Workload Data VIP Port Group

e lele

TKG Workload Cluster 01

TKG Workload Portgroup 01

R elele

TKG Workload Cluster N

TKG Workload Portgroup N

This topology enables the following benefits:

¢ |solate and separate SDDC management components (vCenter, ESX) from the Tanzu Kubernetes
Grid components. This reference design allows only the minimum connectivity between the Tanzu
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Kubernetes Grid clusters and NSX Advanced Load Balancer to the vCenter Server.

¢ Isolate and separate NSX Advanced Load Balancer management network from the Tanzu
Kubernetes Grid management segment and the Tanzu Kubernetes Grid workload segments.

¢ Depending on the workload cluster type and use case, multiple workload clusters may leverage the
same workload network or new networks can be used for each workload cluster. To isolate and
separate Tanzu Kubermnetes Grid workload cluster networking from each other it's recommended to
make use of separate networks for each workload cluster and configure the required firewall
between these networks. For more information, see Firewall Requirements.

e Separate provider and tenant access to the Tanzu Kubernetes Grid environment.

o Only provider administrators need access to the Tanzu Kubernetes Grid management
cluster. This prevents tenants from attempting to connect to the TKG management cluster.

¢ Only allow tenants to access their Tanzu Kubernetes Grid workload clusters and restrict access to

this cluster from other tenants. network-architecture

Network Requirements

As per the defined architecture, the list of required networks is as follows:

Network Type

NSXALB Management
Network

TKG Management
Network

TKG Workload
Network

TKG Cluster VIP/Data
Network

TKG Management
VIP/Data Network

TKG Workload
VIP/Data Network

DHCP
Service

Optional

Yes

Yes

No

No

No

Description & Recommendations

NSXALB controllers and SEs will be attached to this network.

DHCP is not a mandatory requirement on this network as NSXALB can take care of
IPAM.

Control plane and worker nodes of the TKG Management cluster and Shared Service
cluster will be attached to this network.

Creating a shared service cluster on a separate network is also supported.

Control plane and worker nodes of TKG Workload Clusters will be attached to this
network.

Virtual services for Control plane HA of all TKG clusters (Management, Shared
service, and Workload).

Reserve sufficient IPs depending on the number of TKG clusters planned to be
deployed in the environment, NSX ALB takes care of IPAM on this network.

Virtual services for all user-managed packages (such as Contour and Harbor) hosted
on the Shared service cluster.

Virtual services for all applications hosted on the Workload clusters.

Reserve sufficient IPs depending on the number of applications that are planned to be
hosted on the Workload clusters along with scalability considerations.

Network Recommendations
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The key network recommendations for a production-grade Tanzu Kubernetes Grid deployment with VDS
Networking are as follows:

Decision
ID

TKO-NET-
001

TKO-NET-
002

TKO-NET-
003

Design Decision

Use Dedicated networks for the Management
Cluster Nodes and Workload Cluster Nodes.

Use Dedicated VIP network for the Application
Hosted in Management and Workload Cluster.

Shared Service Cluster uses Management
network and Application VIP network of
Management Cluster.

Design Justification

To have a flexible firewall
and security policies.

To have a flexible firewall
and security policies.

Host Shared Services like
Harbor.

Design Implications

Additional VLAN Required
(OPEX overhead)

Additional VLAN Required
(OPEX overhead)

VLAN Based Firewall
Policies are not possible

With Tanzu Kubernetes Grid 2.3 and above, you can use Node IPAM, which simplifies the allocation and
management of IP addresses for cluster nodes within the cluster. This eliminates the need for external

DHCP configuration.

Node IPAM can be configured for standalone management clusters on vSphere, and the associated class-
based workload clusters that they manage. In the Tanzu Kubernetes Grid Management configuration file, a
dedicated Node IPAM pool is defined for the management cluster only.

The following types of Node IPAM pools are available for workload clusters:

¢ InClusterlPPool - Configures IP pools that are only available to workload clusters in the same
management cluster namespace. For example, default.

¢ GlobalinClusterlPPool - Configures IP pools with addresses that can be allocated to workload

clusters across multiple namespaces.

Node IPAM in TKG provides flexibility in managing IP addresses for both management and workload
clusters that allows efficient IP allocation and management within the cluster environment.

Subnet and CIDR Examples

For the purpose of demonstration, this document makes use of the following Subnet CIDR for TKO

deployment:

Network Type

NSXALB Management
Network

TKG Management
Network

TKG Management VIP
Network

TKG Cluster VIP
Network

TKG Workload VIP
Network

Port Group Name

sfo0l-w0l-vdsO1l-

albmanagement

sfo0l-w0l-vdsO01l-

tkgmanagement

sfo0l-w0l-vdsO1l-

tkgmanagementvip

sfo0l-w0l-vdsO01l-

tkgclustervip

sfo0l-w0l-vdsO1l-
tkgworkloadvip

Gateway
CIDR

172.16.10.1/2
4

172.16.40.1/2
4

172.16.50.1/2
4

172.16.80.1/2
4

172.16.70.1/2
4

DHCP Pool

N/A

172.16.40.100-

172.16.40.200

N/A

N/A

N/A

NSX ALB IP Pool

172.16.10.100-
172.16.10.200

N/A

172.16.50.100-
172.16.50.200

172.16.80.100-
172.16.80.200

172.16.70.100 -
172.16.70.200
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Gateway
Network Type Port Group Name CIDR DHCP Pool NSX ALB IP Pool
TKG Workload Segment  sfo01-w01-vds01- 172.16.60.1/2  172.16.60.100- N/A
tkgshared 4 172.16.60.200

3-Network Architecture

For POC environments and minimal networks requirement, you can proceed with 3 network architecture. In
this design, we deploy the Tanzu Kubernetes Grid into 3 networks as Infrastructure Management Network,
TKG Management Network and TKG Workload Network. This design allows us to use only 3 networks and
ensures the isolation between Infra VMs, TKG Management and TKG Workload components.

This network reference design can be mapped into this general framework:

—1 : : PPTNS
@ : : (6]
vCenter ' ESXi Host NSX ALB
| Controller
l J. Infra-Management
- e 192.168.10.0/24
! 7~ ~ ! ! ” ~ '
: KON : : TR TR :
: NSX ALB : : NSX ALB .
| Management Service Engine 1 i Workload Service Engine 1
' Group | Group
TKG Management Network
VMware | ceeeeeeeaaaas l .......................... l .............
Distributed : : : 192.168.20.0/24
s S 10 X0 I R 01010
(VDS) : : :
: TKG Management Cluster + TKG Shared Services Cluster
l l TKG Workload Network
oo EmEE e g TTTEmEE e 192.168.30.0/24
i TKG Workload Cluster-1 i TKG Workload Cluster-N

This topology enables the following benefits: - Deploy the NSX ALB components on the existing
infrastructure management network which reduces an additional network usage. - Isolate and separate the
NSX ALB, SDDC management components (vCenter and ESX) from the VMware Tanzu Kubernetes Grid
components. - Club TKG Mgmt Cluster VIP, TKG Mgmt Data VIP, TKG Mgmt into a single network Tkc-
Mgmt-Network, that ensures that the TKG Management components are deployed in a common network,
and removes additional network overhead and firewall rules. - Club TKG Workload Cluster VIP, TKG
Workload Data VIP, TKG Workload into a single network TkG-workload-Network, that ensures that the
TKG Workload components are deployed in a common network. - Separate the Management control
plane/Data VIP and the Workload control plane/Data VIP into different networks to enhance the isolation
and security.

Network Requirements
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Network Type

Infrastructure
Management
Network

TKG Management
Network

TKG Workload
Network

DHCP
Service

Optional

Yes

Yes

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Description

NSXALB controllers and Service Engines (SE) are attached to this network. DHCP is
not a mandatory requirement on this network as NSX ALB manages the SE networking
with IPAM.

This network also hosts core infrastructure components such as, vCenter, ESXi hosts,

DNS, NTP, and so on.

Control plane and worker nodes of the TKG Management cluster and the shared
services clusters are attached to this network. The IP Assignment is managed through
DHCP.

TKG Management cluster VIP and TKG Management Data VIP assignment is also
managed from the same network using NSXALB Static IP pool.

Ensure that DHCP range does not interfere with the NSX ALB IP Block reservation.

Control plane and worker nodes of the TKG Workload cluster and the shared services
clusters are attached to this network. IP Assignment is managed done through DHCP.

TKG Workload cluster VIP and TKG Workload Data VIP assignment is also managed
from the same network using NSXALB Static IP pool.

Ensure that DHCP range does not interfere with the NSXALB IP Block reservation.

Subnet and CIDR Examples:

Network Type

Infrastructure Management

TKG Management Network

TKG Workload Network

Gateway CIDR DHCP Pool NSX ALB IP Pool

192.168.10.1/24 N/A 192.168.10.101-192.168.10.200
192.168.20.1/24 192.168.20.2 - 192.168.20.100 192.168.20.101 - 192.168.20.200

192.168.30.1/24 192.168.30.2 - 192.168.30.100 192.168.30.101 - 192.168.30.200

Firewall Requirements

To prepare the firewall, you need to gather the following information:

1. NSXALB Controller nodes and Cluster I[P address.

© © © N o o M w Db

—_

NSX ALB Management Network CIDR
TKG Management Network CIDR.
TKG Workload Network CIDR.

TKG Cluster VIP Range.

TKG Management VIP Range.

TKG Workload VIP Range.

Bastion host IP address.

Bootstrap machine IP address.

VVMware Harbor registry IP
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11. vCenter Server IP

12. DNS server IP(s)

13. NTP Server IP(s)

14. DHCP Server IP(s)

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

The following table provides a list of firewall rules based on the assumption that there is no firewall within a

subnet/VLAN.

Source

Bastion Host

Bootstrap VM

Bootstrap VM

TKG Management
Network CIDR

TKG Workload Network
CIDR.

TKG Management
Network CIDR

TKG Workload Network
CIDR.

TKG Management
Network CIDR

TKG Workload Network
CIDR.

TKG Management
Network CIDR

TKG Workload Network
CIDR.

TKG Management
Network CIDR

TKG Workload Network
CIDR.

TKG Management
Network CIDR

TKG Workload Network
CIDR.

Destination

Internet

vCenter Server

NSXALB Controller nodes and
Cluster IP Address.

DNS Server

NTP Server

DHCP Server

vCenter IP

Harbor Registry

TKG Cluster VIP Range. p>

Note: In a 3 Network design,
destination network is “TKG Mgmt
Network”

Protocol:Port

TCP:80/443

TCP:443

TCP:443

UDP:53

UDP:123

UDP: 67, 68

TCP:443

TCP:443

TCP:6443

NSXALB Controllers and Cluster IP  TCP:443

Address.

Description

To download installation binaries required
for TKG installation.

To create resource pools, VM folders and
so on in vCenter.

To access the NSXALB portal for
configuration.

DNS Service

Time Synchronization

Allows TKG nodes to get DHCP
addresses.

Allows components to access vCenter to
create VMs and Storage Volumes.

Allows components to retrieve container
images.

This registry needs to be a private registry.

For the management cluster to configure
shared services and workload clusters.

Allow Workload cluster to register with
management cluster.

Allow Avi Kubernetes Operator (AKO) and
AKO Operator (AKOO) access to Avi
Controller.
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Source

NSX Advanced Load

Destination

Balancer Management

Network

NSX Advanced Load
Balancer Controller

Nodes

Admin network

deny-all

DNS server
NTP Server

Bootstrap VM

any

vCenter and ESXi Hosts

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Protocol:Port Description

Allow NSX Advanced Load Balancer to

discover vCenter objects and deploy SEs

TCP:443

as required.
TCP/UDP:53 DNS Service
UDP:123 Time Synchronization
SSH:22

clusters.
any deny

NSX Advanced Load Balancer Recommendations

To deploy, manage, and configure TKG

The following table provides the recommendations for configuring NSX Advanced Load Balancer in a
vSphere with Tanzu environment.

Decision

ID

TKO-
ALB-001

TKO-
ALB-002

TKO-
ALB-003

TKO-
ALB-004

TKO-
ALB-005

TKO-
ALB-006

TKO-
ALB-007

Design Decision

Deploy NSXALB controller
cluster nodes on a network
dedicated to NSX-ALB.

Deploy 3 NSXALB
controllers nodes.

Under Compute policies
Create ‘VM-VM anti-affinity’
rule that prevents collocation
of the NSXALB Controllers
VMs on the same host.

Use static IP addresses for
the NSXALB controllers.

Use NSXALB IPAM for
service engine data network
and virtual services.

Reserve an IP address in the
NSXALB management
subnet to be used as the
cluster IP address for the
controller cluster.

Create a dedicated resource
pool with appropriate
reservations for NSXALB
controllers.

Design Justification

Isolate NSX ALB traffic from infrastructure management
traffic and Kubernetes workloads.

To achieve high availability for the NSXALB platform. In

clustered mode, NSX ALB availability is not impacted by
an individual controller node failure. The failed node can

be removed from the cluster and redeployed if recovery
is not possible. Provides the highest level of uptime for a
site

vSphere will take care of placing the NSX Advanced Load
Balancer Controller VMs in a way that always ensures
maximum HA.

NSXALB Controller cluster uses management IP
addresses to form and maintain quorum for the control
plane cluster. Any changes to management IP addresses
will be disruptive.

Simplify the IP address management for Virtual Service
and Service engine from NSX ALB

NSXALB portal is always accessible over cluster IP
address regardless of a specific individual controller node
failure.

Guarantees the CPU and Memory allocation for NSX ALB
Controllers and avoids performance degradation in case
of resource contention.

Design
Implications

Additional Network
(VLAN ) is required

Additional resource
requirements

Affinity Rules needs
to be configured
manually.

None

None

Additional IP is

required.

None
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Decision
st Design Decision

ID

TKO- Replace default NSXALB

ALB-008 certificates with Custom CA
or Public CA-signed
certificates that contains SAN
entries of all Controller nodes

TKO- Configure NSX ALB backup

ALB-009 with a remote server as
backup location

TKO- Configure Remote logging for

ALB-010 NSXALB Controller to send
events on Syslog.

TKO- Use LDAP/SAML based

ALB-011 Authentication for NSXALB
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Design Justification

To establish a trusted connection with other infra
components, and the default certificate doesn't include
SAN entries which is not acceptable by Tanzu.

Periodic backup of NSX ALB configuration database is
recommended. The database defines all clouds, all virtual
services, all users, and others. As best practice store
backups in an external location to provide backup
capabilities in case of entire cluster failure

For operations teams to be able to centrally monitor NSX
ALB and escalate alerts events must be sent from the
NSXALB Controller

Helps to Maintain Role based Access Control

Design
Implications

None,

SAN entries are not
applicable if using
wild card certificate

Additional
Operational
Overhead.
Additional
infrastructure
Resource.

Additional
Operational
Overhead.
Additional
infrastructure
Resource.

Additional
Configuration is
required

NSX Advanced Load Balancer Service Engine Recommendations

Decision
Design Decision
ID
TKO- NSXALB Service Engine High
ALB-SE- Availability set to Active/Active
001
TKO- Dedicated Service Engine Group for
ALB-SE- the TKG Management
002
TKO- Dedicated Service Engine Group for
ALB-SE- the TKG Workload Clusters
003 Depending on the nature and type of
workloads (dev/prod/test)
TKO- Enable ALB Service Engine Self
ALB-SE- Elections
004

Design Justification

Provides higher resiliency, optimum
performance, and utilization compared to
N+M and/or Active/Standby.

SE resources are guaranteed for TKG
Management Stack and provides data
path segregation for Management and
Tenant Application

SE resources are guaranteed for single
or set of workload clusters and provides
data path segregation for Tenant

Application hosted on workload clusters

Enable SEs to elect a primary amongst
themselves in the absence of
connectivity to the NSXALB controller

Design Implications

Requires NSXALB Enterprise
Licensing. Only the
Active/Standby mode is
supported with NSXALB
essentials for Tanzu license.

Certain applications might not
work in the Active/Active
mode. For example,
applications that preserve the
client IP use the Legacy
Active/Standby HA mode.

Dedicated service engine
Groups increase licensing
cost.

Dedicated service engine
Groups increase licensing
cost.

Requires NSX ALB Enterprise
Licensing. This feature is not
supported with NSXALB
essentials for Tanzu license.
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Decision
ID

TKO-
ALB-SE-
005

TKO-
ALB-SE-
006

TKO-
ALB-SE-
007

TKO-
ALB-SE-
008

TKO-
ALB-SE-
009

Design Decision

Enable ‘Dedicated dispatcher CPU’
on Service Engine Groups that
contain the Service Engine VMs of 4
or more vCPUs. Note: This setting
should be enabled on SE Groups
that are servicing applications and
has high network requirements.

Set ‘Placement across the Service
Engines’ setting to ‘Compact’.

Set the SE size to a minimum
2vCPU and 4GB of Memory

Under Compute policies Create a
‘VM-VM anti-affinity rule for SE
engines part of the same SE group
that prevents collocation of the
Service Engine VMs on the same
host.

Reserve Memory and CPU for
Service Engines.
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Design Justification

This will enable a dedicated core for
packet processing enabling high packet
pipeline on the Service Engine VMs.
Note: By default, the packet processing
core also processes load-balancing
flows.

This allows maximum utilization of
capacity (Service Engine ).

This configuration should meet the most
generic use case

vSphere will take care of placing the
Service Engine VMs in a way that always
ensures maximum HA for the Service
Engines part of a Service Engine group

The Service Engines are a critical
infrastructure component providing load-
balancing services to mission-critical
applications. Guarantees the CPU and
Memory allocation for SE VM and avoids
performance degradation in case of
resource contention

Kubernetes Ingress Routing

Design Implications

Consume more Resources
from Infrastructure.

None

For services that require
higher throughput, these
configuration needs to be
investigated and modified
accordingly.

Affinity Rules needs to be
configured manually.

You must perform additional
configuration to set up the
reservations.

The default installation of Tanzu Kubernetes Grid does not have any ingress controller installed. Users can
use Contour (available for installation through Tanzu Packages) or any third-party ingress controller of their

choice.

Contour is an open-source controller for Kubernetes ingress routing. Contour can be installed in the shared
services cluster on any Tanzu Kubernetes Cluster. Deploying Contour is a prerequisite if you want to deploy
the Prometheus, Grafana, and Harbor Packages on a workload cluster.

For more information about Contour, see the Contour site and Implementing Ingress Control with Contour.

Another option is to use the NSX Advanced Load Balancer Kubemetes ingress controller (available only
with the NSX ALB Enterprise license) which offers an advanced L7 ingress for containerized applications
that are deployed in the Tanzu Kubernetes workload cluster.

53


https://projectcontour.io/
https://techdocs.broadcom.com/us/en/vmware-tanzu/cli/tanzu-packages/latest/tnz-packages/packages-contour.html

Universality

*  Multi-Infra: Traditional and cloud-native apps in Vilsbare
st Al OSNTAINErS

*  Multi-Cluster: Intersfintra container cluster management and secure
gateways

*  Multi-Region: GSLE lor multiple regions and geo-ware load
balancing

®  Multi-Cloud: ACross on-prémises data centers and multi-region
public chowds

Security
*  Jero trust secunity model and encryptecn
* Distributed WAF for apphcation secur Yy

= Single sign-on (550) inegration for enterprise-grade authentication
and authorization

* Posithee secw rity madel and application learning for automated
dlowdstfdenylist policies
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Traffic Routing
Advanced ingress gateway with integrated IPANITHNS
L4-7 load balancing with SSLTLS offload

Automatid service disoowery

Morth-south traffic management with content Switching,
redirgction, r_._|!_||||||!'._ and compreSson

CHCD and application wpgrades using Blue-Green or Camary

;;f}

Observability

Feal-time application and container performance monitoring with
tracing

Big data and machine learning driven conmection log analytics

Machine learming-based insights and app heahh analytics

For more information about the NSX Advanced Load Balancer ingress controller, see Configuring L7 Ingress

with NSX Advanced Load Balancer.

Tanzu Service Mesh, which is a SaaS offering for modern applications running across multi-cluster, multi-

clouds, also offers an ingress controller based on Istio.

The following table provides general recommendations on when you should use a specific ingress controller

for your Kubernetes environment.

Ingress
Controller

Use Cases

Contour

Use contour when only north-south traffic is needed in a Kubernetes cluster. You can apply security
policies for north-south traffic by defining the policies in the applications manifest file.

Contour is a reliable solution for simple Kubernetes workloads.

NSXALB Ingress  Use the NSXALB ingress controller when a containerized application requires features like local and

controller global server load balancing (GSLB), web application firewall, performance monitoring, direct routing from
LB to pod and so on.
Istio Use Istio ingress controller when you intend to provide security, traffic direction, and insights within the

cluster (east-west traffic) and between the cluster and the outside world (north-south traffic).

NSX ALB as in L4+L7 Ingress Service Provider
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As a load balancer, NSX Advanced Load Balancer provides an L4+L7 load balancing solution for vSphere. It
includes a Kubernetes operator that integrates with the Kubernetes API to manage the lifecycle of load
balancing and ingress resources for workloads.

Legacy ingress services for Kubernetes include multiple disparate solutions. The services and products
contain independent components that are difficult to manage and troubleshoot. The ingress services have
reduced observability capabilities with little analytics, and they lack comprehensive visibility into the
applications that run on the system. Cloud-native automation is difficult in the legacy ingress services.

In comparison to the legacy Kubemetes ingress services, NSX Advanced Load Balancer has
comprehensive load balancing and ingress services features. As a single solution with a central control,
NSX Advanced Load Balancer is easy to manage and troubleshoot. NSX Advanced Load Balancer supports
real-time telemetry with an insight into the applications that run on the system. The elastic auto-scaling and
the decision automation features highlight the cloud-native automation capabilities of NSX Advanced Load
Balancer.

NSX ALB with Enterprise Licensing also lets you configure L7 ingress for your workload clusters by using
one of the following options:

e L7 ingress in ClusterlP mode
e L7 ingress in NodePortLocal mode
e L7 ingress in NodePort mode

¢ NSXALB L4 ingress with Contour L7 ingress
L7 Ingress in ClusterlP Mode

This option enables NSX Advanced Load Balancer L7 ingress capabilities, including sending traffic directly
from the service engines (SEs) to the pods, preventing multiple hops that other ingress solutions need when
sending packets from the load balancer to the right node where the pod runs. The ALB controller creates a
virtual service with a backend pool with the pod IP addresses which helps to send the traffic directly to the
pods.

However, each workload cluster needs a dedicated SE group for Avi Kubernetes Operator (AKO) to work,
which could increase the number of SEs you need for your environment. This mode is used when you have
a small number of workload clusters.

L7 Ingress in NodePort Mode

The NodePort mode is the default mode when AKO is installed on Tanzu Kubernetes Grid. This option
allows your workload clusters to share SE groups and is fully supported by VMware. With this option, the
services of your workloads must be set to NodePort instead of ClusterlP even when accompanied by an
ingress object. This ensures that NodePorts are created on the worker nodes and traffic can flow through
the SEs to the pods via the NodePorts. Kube-Proxy, which runs on each node as DaemonSet, creates
network rules to expose the application endpoints to each of the nodes in the format “NodelP:NodePort”.
The NodePort value is the same for a service on all the nodes. It exposes the port on all the nodes of the
Kubernetes Cluster, even if the pods are not running on it.

L7 Ingress in NodePortLocal Mode
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This feature is supported only with Antrea CNI. The primary difference between this mode and the NodePort
mode is that the traffic is sent directly to the pods in your workload cluster through node ports without
interfering Kube-proxy. With this option, the workload clusters can share SE groups. Similar to the ClusterlP
mode, this option avoids the potential extra hop when sending traffic from the NSX Advanced Load
Balancer SEs to the pod by targeting the right nodes where the pods run.

Antrea agent configures NodePortLocal port mapping rules at the node in the format “NodelP:Unique Port”
to expose each pod on the node on which the pod of the service is running. The default range of the port
number is 61000-62000. Even if the pods of the service are running on the same Kubernetes node, Antrea
agent publishes unique ports to expose the pods at the node level to integrate with the load balancer.

NSX ALB L4 Ingress with Contour L7 Ingress

This option does not have all the NSX Advanced Load Balancer L7 ingress capabilities but uses it for L4
load balancing only and leverages Contour for L7 Ingress. This also allows sharing SE groups across
workload clusters. This option is supported by VMware and it requires minimal setup.

NSX Advanced Load Balancer L7 Ingress Recommendations

Decision ID Design Decision Design Justification Design Implications
TKO-ALB- Deploy NSXALB L7 1. Gives good Network hop efficiency. Supported only with Antrea CNI
L7-001 ingress in NodePortLocal 2. Helps to reduce the east-west traffic and with IPV4 addressing.
mode. encapsulation overhead.
3.Service Engine groups are shared across To configure L7 Ingress, you

clusters and the load-balancing persistence is need NSXALB Enterprise
also supported. Licensing.

Container Registry

VMware Tanzu for Kubernetes Operations using Tanzu Kubernetes Grid includes Harbor as a container
registry. Harbor provides a location for pushing, pulling, storing, and scanning container images used in your
Kubernetes clusters.

Harbor registry is used for day-2 operations of the Tanzu Kubernetes workload clusters. Typical day-2
operations include tasks such as pulling images from Harbor for application deployment, pushing custom
images to Harbor and so on.

You may use one of the following methods to install Harbor:

¢ Tanzu Kubernetes Grid Package deployment - VMware recommends this installation method for
general use cases. The Tanzu packages, including Harbor, must either be pulled directly from
VMware or be hosted in an internal registry.

¢ VM-based deployment using OVA - VMware recommends this installation method in cases where
Tanzu Kubernetes Grid is being installed in an air-gapped or Internet-restricted environment, and no
pre-existing image registry exists to host the Tanzu Kubernetes Grid system images. VM-based
deployments are only supported by VMware Global Support Services to host the system images for
air-gapped or Internet-restricted deployments. Do not use this method for hosting application
images.

56


https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/workload-packages-index.html
https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/mgmt-reqs-harbor.html

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

If you are deploying Harbor without a publicly signed certificate, you must include the Harbor root CA in your
Tanzu Kubernetes Grid clusters. To do so, follow the procedure in Trust Custom CA Certificates on Cluster
Nodes.

Tanzu Kubernetes Grid Monitoring

In an air-gapped environment, monitoring for the Tanzu Kubernetes clusters is provided through Prometheus
and Grafana. Tanzu Kubernetes Grid includes signed binaries for Prometheus and Grafana that you can
deploy on Tanzu Kubernetes clusters to monitor cluster health and services

¢ Prometheus is an open-source system monitoring and alerting toolkit. It can collect metrics from
target clusters at specified intervals, evaluate rule expressions, display the results, and trigger
alerts if certain conditions arise. The Tanzu Kubernetes Grid implementation of Prometheus
includes Alert Manager, which you can configure to notify you when certain events occur.

e Grafana is open-source visualization and analytics software. It allows you to query, visualize, alert
on, and explore your metrics no matter where they are stored.

Both Prometheus and Grafana are installed via user-managed Tanzu packages by creating the deployment
manifests and invoking the kubectl command to deploy the packages in the Tanzu Kubernetes clusters.

The following diagram shows how the monitoring components on a cluster interact.

Service
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Y A 1 A
Find Targets Notifications
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Prometheus PromaL
Server < Grafana
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A

Application
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Client Library
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v

1
3rd Party g

Application

Stores Data

Local Storage

You can use out-of-the-box Kubernetes dashboards or can create new dashboards to monitor compute,
network, or storage utilization of Kubernetes objects such as Clusters, Namespaces, Pods and so on.

Tanzu Kubernetes Grid Logging

Metrics and logs are critical for any system or application as they provide insights into the system’s or
application’s activity. It is important to have a central place to observe a multitude of metrics and log
sources from multiple endpoints.

Log processing and forwarding in Tanzu Kubernetes Grid is provided via Fluent Bit. Fluent bit binaries are
available as part of extensions and can be installed on management cluster or in workload cluster. Fluent
Bit is a light-weight log processor and forwarder that allows you to collect data and logs from different
sources, unify them, and send them to multiple destinations. VMware Tanzu Kubernetes Grid includes
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signed binaries for Fluent Bit that you can deploy on management clusters and on Tanzu Kubernetes
clusters to provide a log-forwarding service.

Fluent Bit makes use of the Input Plug-ins, the filters, and the Output Plug-ins. The Input Plug-ins define
the source from where it can collect data, and the Output plug-ins define the destination where it should
send the information. The Kubernetes filter will enrich the logs with Kubernetes metadata, specifically labels
and annotations. Once you configure Input and Output plug-ins on the Tanzu Kubernetes Grid cluster.
Fluent Bit is installed as a user-managed package.

Fluent Bit integrates with logging platforms such as VMware Aria Operations for Logs, Elasticsearch, Kafka,
Splunk, or an HTTP endpoint. For more details about configuring Fluent Bit to your logging provider, see
Implement Log Forwarding with Fluent Bit.

Bring Your Own Images for Tanzu Kubernetes Grid
Deployment

You can build custom machine images for Tanzu Kubernetes Grid to use as a VM template for the
management and Tanzu Kubernetes (workload) cluster nodes that it creates. Each custom machine image
packages a base operating system (OS) version and a Kubemetes version, along with any additional
customizations, into an image that runs on vSphere, Microsoft Azure infrastructure, and AWS (EC2)
environments.

A custom image must be based on the operating system (OS) versions that are supported by Tanzu
Kubernetes Grid. The table below provides a list of the operating systems that are supported for building
custom images for TKG.

vSphere AWS Azure

- Ubuntu 20.04 - Ubuntu 20.04 - Ubuntu 20.04
- Ubuntu 18.04 - Ubuntu 18.04 - Ubuntu 18.04
- RHEL 8 - Amazon Linux 2

- Photon OS 3

- Windows 2019

Refer Tanzu Kubernetes Releases and Custom Node Images

For additional information on building custom images for Tanzu Kubernetes Grid, see the Build Machine
Images

¢ Linux Custom Machine Images

¢ Windows Custom Machine Images

Compliance and Security

VMware published Tanzu Kubernetes releases (TKrs), along with compatible versions of Kubernetes and
supporting components. Use the latest stable and generally-available update of the OS version that it
packages, containing all current CVE and USN fixes, as of the day that the image is built. The image files
are signed by VMware and have file names that contain a unique hash identifier.
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VMware provides FIPS-capable Kubernetes OVA which can be used to deploy FIPS compliant TKG
management and workload clusters. Tanzu Kubernetes Grid core components such as Kubelet, Kube-
apiserver, Kube-controller manager, Kube-proxy, Kube-scheduler, Kubectl, Etcd, Coredns, Containerd, and
Cri-tool are made FIPS compliant by compiling them with the BoringCrypto FIPS modules, an open-source
cryptographic library that provides FIPS 140-2 approved algorithms.

Summary

Tanzu Kubernetes Grid on vSphere on hyper-converged hardware offers high-performance potential,
convenience, and addresses the challenges of creating, testing, and updating on-premises Kubernetes
platforms in a consolidated production environment. This validated approach will result in a near-production
quality installation with all the application services needed to serve combined or uniquely separated
workload types through a combined infrastructure solution.

This plan meets many Day-0 needs for quickly aligning product capabilities to full stack infrastructure,
including networking, firewalling, load balancing, workload compute alignment, and other capabilities.

Appendix A - Configure Node Sizes

The Tanzu CLI creates the individual nodes of management clusters and Tanzu Kubernetes clusters
according to the settings that you provide in the configuration file.

On vSphere, you can configure all node VMs to have the same predefined configurations, set different
predefined configurations for control plane and worker nodes, or customize the configurations of the nodes.
By using these settings, you can create clusters that have nodes with different configurations to the
management cluster nodes. You can also create clusters in which the control plane nodes and worker
nodes have different configurations.

Use Predefined Node Configurations

The Tanzu CLI provides the following predefined configurations for cluster nodes:

Size CPU Memory (in GB) Disk (in GB)
Small 2 4 20
Medium 2 8 40
Large 4 16 40
Extra-large 8 32 80

To create a cluster in which all of the control plane and worker node VMs are the same size, specify the
s1zE variable. If you set the s1zE variable, all nodes will be created with the configuration that you set.

. SIZE: "large"

To create a cluster in which the control plane and worker node VMs are different sizes, specify the
CONTROLPLANE SIZE and WORKER SIZE options.

o CONTROLPLANE SIZE: "medium"

° WORKER SIZE: "large"
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You can combine the conTROLPLANE sIzE and WORKER SIZE options with the s1ze option. For example, if
you specify SIzE: "large" with WORKER SIZE: "extra-large", the control plane nodes will be set to
large and worker nodes will be set to extra-large.

o SIZE: "large"

® WORKER SIZE: "extra-large"

Define Custom Node Configurations

You can customize the configuration of the nodes rather than using the predefined configurations.

To use the same custom configuration for all nodes, specify the VSPHERE NUM CPUS, VSPHERE DISK GIB,
and VSPHERE MEM MIB options.

* VSPHERE NUM CPUS: 2
* VSPHERE DISK GIB: 40
e VSPHERE MEM MIB: 4096

To define different custom configurations for control plane nodes and worker nodes, specify the
VSPHERE CONTROL PLANE * and VSPHERE WORKER *

* VSPHERE CONTROL PLANE NUM CPUS: 2

e VSPHERE CONTROL PLANE DISK GIB: 20
e VSPHERE CONTROL PLANE MEM MIB: 8192
e VSPHERE WORKER NUM CPUS: 4

e VSPHERE WORKER DISK GIB: 40

e VSPHERE WORKER MEM MIB: 4096

Appendix B - NSX Advanced Load Balancer Sizing
Guidelines

NSX Advanced Load Balancer Controller Sizing Guidelines

Controllers are classified into the following categories:

Classification vCPUs Memory (GB) Virtual Services Avi SE Scale
Essentials 4 24 0-50 0-10

Small 6 24 0-200 0-100
Medium 10 32 200-1000 100-200
Large 16 48 1000-5000 200-400

The number of virtual services that can be deployed per controller cluster is directly proportional to the
controller cluster size. For more information, see the NSX Advanced Load Balancer Configuration
Maximums Guide.
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Service Engine Sizing Guidelines

The service engines can be configured with a minimum of 1 vCPU core and 2 GB RAM up to a maximum of
64 vCPU cores and 256 GB RAM. The following table provides guidance for sizing a service engine VM
with regards to performance:

Performance metric Per core performance Maximum performance on a single Service Engine VM
HTTP Throughput 5 Gbps 7 Gbps

HTTP requests per second 50k 175k

SSL Throughput 1 Gbps 7 Gbps

SSL TPS (RSA2K) 750 40K

SSL TPS (ECC) 2000 40K

Multiple performance vectors or features may have an impact on performance. For instance, to achieve 1
Gb/s of SSL throughput and 2000 TPS of SSL with EC certificates, NSX Advanced Load Balancer
recommends two cores.

Deploy Tanzu Kubernetes Grid on vSphere Networking in
an Air-Gapped Environment

VMware Tanzu Kubernetes Grid (informally known as TKG) provides a consistent, upstream-compatible,
regional Kubernetes substrate that is ready for end-user workloads and ecosystem integrations.

An air-gap installation method is used when the Tanzu Kubernetes Grid bootstrapper and cluster nodes
components are unable to connect to the Internet to download the installation binaries from the public
VMware Registry during Tanzu Kubernetes Grid installation or upgrades.

The scope of this document is limited to providing deployment steps based on the reference design in
Tanzu Kubernetes Grid on vSphere Networking. This document does not provide any deployment
procedures for the underlying SDDC components.

Supported Component Matrix

The following table provides the component versions and interoperability matrix supported with the reference
design:

Software Components Version

Tanzu Kubernetes Grid 2.3.0

VMware vSphere ESXi 8.0U1 and later
VMware vCenter (VCSA) 8.0U1 and later
VMware vSAN 8.0U1 and later
NSX Advanced LB 22.1.3

For the latest information, see VMware Product Interoperability Matrix.
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Prepare your Environment for Deploying Tanzu Kubernetes
Grid
Before deploying Tanzu Kubernetes Grid in vSphere environment, ensure that your environment is set up as
described in the following sections:

¢ General Requirements

¢ Network Requirements

¢ Firewall Requirements

General Requirements

¢ vSphere 8.0 U1 or greater instance with an Enterprise Plus license

¢ Your Software-defined data center (SDDC) environment has the following objects in place:

o A vSphere cluster with at least 3 hosts, on which vSphere DRS is enabled. If you are using
vSAN for shared storage, it is recommended that you use 4 ESXi hosts.

o Adistributed switch with port groups for Tanzu Kubernetes Grid components. For more
information about port groups, see Network Requirements.

o  Dedicated resource pool where you can deploy the Tanzu Kubernetes Grid instance.
o VM folders where you can collect the Tanzu Kubernetes Grid VMs.
o A shared datastore with sufficient capacity for the control plane and worker node VMs.

o Network Time Protocol (NTP) service is running on all ESXi hosts and vCenter, and time is
synchronized from the centralized NTP servers.

o A host/server/VM based on Linux that acts as your bastion host and is located outside
the Internet-restricted environment (i.e. connected to the Internet). The installation
binaries for Tanzu Kubernetes Grid and NSX Advanced Load Balancer will be downloaded
on this machine. You will need to transfer files from this bastion host to your Internet-
restricted environment (proxy connection, shared drive, USB drive, sneakernet, and so on).

o  Ahost/server/VM inside your Internet-restricted environment based on Linux/Windows,
which acts as your bootstrap machine and has Tanzu CLI, Kubectl and docker installed.
This document uses a virtual machine based on CentOS. An internal Harbor registry will be
installed on the same machine.

e vSphere account with permissions as described in Required Permissions for the vSphere Account.

n You can download and import supported older versions of Kubernetes in order to deploy
workload clusters on the intended Kubernetes versions. In Tanzu Kubernetes Grid nodes, it
is recommended to not use hostnames with “.local” domain suffix. For more information,
see KB article

Resource Pools and VM Folders

The sample entries of the resource pools and folders that need to be created are as follows.
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Resource Type

NSXALB Components

TKG Management components
TKG Shared Service Components

TKG Workload components
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Sample Resource Pool Name

tkg-alb-components
tkg-management-components

tkg-sharedsvc-components

Sample Folder Name

tkg-alb-components
tkg-management-components

tkg-sharedsvc-components

tkg-workloadOl-components

Network Requirements

tkg-workloadOl-components

Create Port groups on vSphere Distributed Switch for deploying Tanzu Kubernetes Grid components as
defined in Network Requirements in the reference architecture.

Firewall Requirements

Ensure that the firewall is set up as described in Firewall Requirements.

Subnet and CIDR Examples

For the purpose of this demonstration, this document uses the following CIDR for TKO deployment. Please

change the values to reflect your environment.

Network Type

NSXALB Management
Network

TKG Management
Network

TKG Management VIP
Network

TKG Cluster VIP
Network

TKG Workload VIP

Port Group Name

sfo01-w01-vds01-
albmanagement

sfo01-w01-vds01-
tkgmanagement

sfo01-w01-vds01-
tkgmanagementvip

sfo01-w01-vds01-
tkgclustervip

sfo01-w01-vds01-

Gateway
CIDR

172.16.10.1/2
4

172.16.40.1/2
4

172.16.50.1/2
4

172.16.80.1/2
4

172.16.70.1/2

DHCP Pool

N/A

172.16.40.100-

172.16.40.200

N/A

N/A

N/A

NSX ALB IP Pool

172.16.10.100-
172.16.10.200

N/A

172.16.50.100-
172.16.50.200

172.16.80.100-
172.16.80.200

172.16.70.100 -

Network tkgworkloadvip 4 172.16.70.200
TKG Workload Segment  sfo01-w01-vds01- 172.16.60.1/2  172.16.60.100- N/A
tkgworkload 4 172.16.60.200
ﬁ These are sample network ranges. Modify them according to your environment and

security requirements.

Deployment Overview

Here are the high-level steps for deploying Tanzu Kubernetes Grid on vSphere VDS networking in an air-

gapped environment:

¢ Deploy and Configure Bastion Host
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¢ Install Harbor Image Registry

¢ Deploy and Configure Bootstrap VM

¢ Deploy and Configure NSX Advanced Load Balancer

e Deploy Tanzu Kubemetes Grid Management Cluster

¢ Deploy Tanzu Kubernetes Grid Shared Services Cluster
¢ Deploy Tanzu Kubernetes Grid Workload Cluster

¢ Deploy User-Managed Packages

Deploy and Configure Bastion Host

The bastion host is the physical or virtual machine where you download the images and binaries required for
Tanzu Kubernetes Grid installation from the Internet. You will then transfer the downloaded items to the
bootstrap machine, which is located inside the air-gapped environment.

You must ensure that the following options are available: - A browser is available on the bastion host to
download the binaries from the Internet. - The bastion host has the following hardware configuration: - CPU:
1 - Memory: 4 GB - Storage (HDD): 200 GB or greater.

ﬁ The following instructions are for CentOS 7. If you are using any other operating system for
your bastion host, change the commands accordingly.

Prerequisites

1. Download the binaries for Docker Engine and associated dependencies.

### Create a directory for collecting docker installation binaries
mkdir docker-binaries && cd docker-binaries

### Add docker repository to the yum command

yum install yum-utils -y

yum-config-manager --add-repo https://download.docker.com/linux/centos/docker-c

e.repo
### Download docker and associated dependencies

yumdownloader --resolve docker-ce docker-ce-cli containerd.io docker-compose-pl

ugin

The yumdownloader command downloads the following binaries:

[root@bootstrap-new docker-binaries]# 1s

2. Download Harbor OVA from Broadcom Support.
3. Download the NSX Advanced Load Balancer OVA from Broadcom Support.
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4. Download Tanzu CLI, Kubectl, and the Kubernetes OVA images from the Tanzu Kubernetes Grid
product download page. Tanzu CLI and its plug-ins need to be installed on the bastion host and the
bootstrap machine. Starting with TKG 2.3.0, Tanzu Core CLI is now distributed separately from
Tanzu Kubernetes Grid. For more infromation about installing the Tanzu CLI for using with Tanzu
Kubernetes Grid, see Install the Tanzu CLI.

5. Download the yq installation binary from the mikefarah / yq GitHub repository.

Configure Bastion Host

1. Install Tanzu CLI.

tar -xvf tanzu-cli-linux-amdé64.tar
cd ./v0.90.1/
install tanzu-cli-linux_amdé64 /usr/local/bin/tanzu

chmod +x /usr/local/bin/tanzu

Run the tanzu version command to check that the correct version of Tanzu is installed and
executable.

# tanzu version

version: v0.90.1
buildDate: 2023-06-29
sha: 8945351c

2. Install the Tanzu CLI plug-ins.

tanzu plugin group search

[i] Reading plugin inventory for "projects.registry.vmware.com/tanzu_ cli/plugin
s/plugin-inventory:latest", this will take a few seconds.

GROUP DESCRIPTION LATEST

vmware-tkg/default Plugins for TKG v2.3.0

tanzu plugin install --group vmware-tkg/default

i] Installing plugin 'isolated-cluster:v0.30.1' with target 'global'
Installing plugin 'management-cluster:v0.30.1' with target 'kubernetes'
Installing plugin 'package:v0.30.1' with target 'kubernetes'

Installing plugin 'pinniped-auth:v0.30.1' with target 'global'

]
]
]
i] Installing plugin 'secret:v0.30.1' with target 'kubernetes'
] Installing plugin 'telemetry:v0.30.1' with target 'kubernetes'
k

] successfully installed all plugins from group 'vmware-tkg/default:v2.3.0'

#Accept EULA
tanzu config eula accept
[ok] Marking agreement as accepted.

3. Download the Images.
Before downloading the images, ensure that the disk partition where you download the images has

65 GB of available space.

tanzu isolated-cluster download-bundle --source-repo <SOURCE-REGISTRY> --tkg-ve
rsion <TKG-VERSION> --ca-certificate <SECURITY-CERTIFICATE>
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o  SOURCE-REGISTRY is the IP address or the hostname of the registry where the images
are stored.

o TKG-VERSION is the version of Tanzu Kubernetes Grid that you want to deploy in the
proxied or air-gapped environment.

o SECURITY-CERTIFICATE is the security certificate of the registry where the images are
stored. To bypass the security certificate validation, use —insecure, instead of —ca-
certificate. Both the strings are optional. If you do not specify any value, the system
validates the default server security certificate.

tanzu isolated-cluster download-bundle --source-repo projects.registry.vmware.c
om/tkg --tkg-version v2.3.0

The image bundle in the form of TAR files, along with the publish-images-fromtar.yanl file, is
downloaded . The YAML file defines the mapping between the images and the TAR files.

4. Download the Tanzu CLI plug-ins.

Download the plugin-inventory image along with all selected plug-in images as a tar.gz file on the
local disk of a machine which has internet access using the Tanzu plug-in download-bundle
command.

tanzu plugin download-bundle --group vmware-tkg/default:v2.3.0 --to-tar plugin_
bundle tkg latest.tar.gz

5. Copy the files to the bootstrap machine after bootstrap machine deployment.

Copy the following files to the offline machine, which is the bootstrap machine in the proxied or air-
gapped environment, through a USB thumb drive or other medium: * Image TAR files * YAML files *
Tanzu CLI plugins * Tanzu CLI, Kubectl & Carvel Tools - kbld, kapp, ytt and imgpkg

Install Harbor Image Registry

Install Harbor only if you don’t have any existing image repository in your environment.

For more information about deploying and configuring Harbor, see Deploy an Offline Harbor Registry on
vSphere.

ﬁ This VM-based harbor deployment is only supported for hosting the TKG system images in
an internet-restricted or air-gapped environment. To deploy a scalable and highly-available
Harbor that can manage large numbers of images for hosted apps in a production
environment, deploy the Harbor package to TKG clusters as described in Install Harbor for
Service Registry in Creating and Managing TKG 2.3 Workload Clusters with the Tanzu CLI.

Deploy and Configure Bootstrap VM

The deployment of the Tanzu Kubemetes Grid management and workload clusters is facilitated by setting
up a bootstrap machine where you install the Tanzu CLI and Kubectl utilities which are used to create and
manage the Tanzu Kubernetes Grid instance. This machine also keeps the Tanzu Kubernetes Grid and
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Kubernetes configuration files for your deployments. The bootstrap machine can be a laptop, host, or server
running on Linux, macOS, or Windows from where you deploy the management and the workload clusters.

The bootstrap machine runs a local kind cluster when Tanzu Kubernetes Grid management cluster
deployment is started. Once the kind cluster is fully initialized, the configuration is used to deploy the
actual management cluster on the backend infrastructure. After the management cluster is fully configured,
the local kind cluster is deleted and future configurations are performed with the Tanzu CLI.

For this deployment, a Photon-based virtual machine is used as the bootstrap machine. For more
information about how configuring a macOS or a Windows machine, see Install the Tanzu CLI and Other
Tools.

The bootstrap machine must meet the following prerequisites:
¢ A minimum of 6 GB of RAM, 2-core CPU, 160 GB storage.
e System time is synchronized with a Network Time Protocol (NTP) server.

¢ Docker and containerd binaries are installed. For instructions on how to install Docker, see Docker
documentation.

¢ Ensure that the bootstrap VM is connected to the Tanzu Kubernetes Grid management network,
sfo0l-w0l-vdsOl-tkgmanagement.

To install Tanzu CLI, Tanzu Plug-ins, and Kubectl utility on the bootstrap machine, perform the following
instructions: 1. Copy files to the bootstrap machine.

Copy the following files downloaded in Bastion host through a USB thumb drive or other medium: * Image
TAR files * YAML files * Tanzu CLI Plugins

1. Copy the following Linux CLI packages from Bastion host:
o VMware Tanzu CLI v0.90.1 for Linux
o kubectl cluster CLI v1.26.5 for Linux
o  Carvel tools - kbld, kapp, ytt & imgpkg
o yq binaries
2. Execute the following commands to install Tanzu Kubernetes Grid CLI, kubectl CLIs, and Carvel

tools:

## Install required packages

install tar, zip, unzip, wget

## Install Tanzu Kubernetes Grid CLI

tar -xvf tanzu-cli-linux-amdé64.tar

cd ./v0.90.1/

install tanzu-cli-linux_amd64 /usr/local/bin/tanzu

chmod +x /usr/local/bin/tanzu
## Verify Tanzu CLI version

# tanzu version
version: v0.90.1

buildDate: 2023-06-29
sha: 8945351c
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4.

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Log in to the private registry on the offline machine:

docker login <URL>

docker login harbor.sfoOl.rainpole.vmw

Username: admin

Password:

WARNING! Your password will be stored unencrypted in /root/.docker/config.json.
Configure a credential helper to remove this warning. See

https://docs.docker.com/engine/reference/commandline/login/#credentials-store

Login Succeeded

n If your private registry uses a self-signed certificate, save the CA certificate of the
registry in /etc/docker/certs.d/registry.example.com/ca.crt and add
certificate verification process by following the instructions in Adding Certificate
Configuration for the Custom Registry.

Upload the images to the private registry:

tanzu isolated-cluster upload-bundle --source-directory <SOURCE-DIRECTORY> --de
stination-repo <DESTINATION-REGISTRY> --ca-certificate <SECURITY-CERTIFICATE>

o  SOURCE-DIRECTORY is the path to the location where the image TAR files are stored.

o DESTINATION-REGISTRY is the path to the private registry where the images will be
hosted in the air-gapped environment.

o  SECURITY-CERTIFICATE is the security certificate of the private registry where the
images will be hosted in the proxied or air-gapped environment.

Example: tanzu isolated-cluster upload-bundle --source-directory /home/test/tk
g-images/ --destination-repo harbor.sfo0Ol.rainpole.vmw/tkgm-images --ca-certifi
cate /etc/docker/certs.d/harbor.sfol0l.rainpole.vmw/harbor.sfo0l.rainpole.vmw-c

a.crt
Upload the CLI plug-ins bundle to harbor repository:

tanzu plugin upload-bundle --tar ./plugin bundle tkg latest.tar.gz --to-repo ha

rbor.sfo0l.rainpole.vmw/tkgm-images/

Run tanzu plugin source command to set default discovery source to the images uploaded in
internal harbor registry:

tanzu plugin source update default --uri harbor.sfoOl.rainpole.vmw/tkgm-images/

plugin-inventory:latest

ﬁ we can skip step 4, 5 and 6 if the Bastion host accesses the private registry
directly. You can directly upload the files from the Bastion host to the private
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registry.

Install the kubectl utility.

gunzip kubectl-linux-v1.26.5+vmware.2.gz
mv gunzip kubectl-linux-v1.26.5+vmware.2 /usr/local/bin/kubectl && chmod +x /us
r/local/bin/kubectl

Run kubectl version --short=true to check that the correct version of kubectl is installed and
executable.
Configure the environment variables.

By default the Tanzu global config file, config.yaml, which gets created when you first run tanzu
init command, points to the repository URL https://projects.registry.vmware.com to fetch the
Tanzu plug-ins for installation. Because there is no Internet in the environment, the commands fail
after some time.

To ensure that Tanzu Kubernetes Grid always pulls images from the local private registry, run the
Tanzu export command to add TKG CUSTOM IMAGE REPOSITORY to the global Tanzu CLI
configuration file, ~/.config/tanzu/config.yaml.

If your image registry is configured with a public signed CA certificate, set the following
environment variables.

export TKG_CUSTOM_IMAGE REPOSITORY=custom-image-repository.io/yourproject

export TKG CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY=false

If your registry solution uses self-signed certificates, also add
TKG_CUSTOM_IMAGE_REPOSITORY_CA_ CERTIFICATE in base64-encoded format to the
global Tanzu CLI configuration file. For self-signed certificates, set the following environment
variables:

export TKG CUSTOM_IMAGE REPOSITORY=custom-image-repository.io/yourproject

export TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY=false

export TKG_CUSTOM_ IMAGE REPOSITORY CA CERTIFICATE LSOt[...]tLSOtLQ==

# Example

root@photon-al7e54311cf [ ~ ]# export TKG_CUSTOM_IMAGE_REPOSITORY=harbor.sfoOl.
rainpole.vmw/tkgm-images

root@photon-al7e54311lcf [ ~ 1# export TKG_CUSTOM_IMAGE_REPOSITORY_SKIP_TLS_VERI
Fy=false

root@photon-al7e54311cf [ ~ ]# export TKG_CUSTOM IMAGE REPOSITORY CA CERTIFICAT

E=LS0tLS1CRUdAJTiBDRVJUSUZJQOFURSOtLSO0tCkl1JSUZnekNDQTJ1Z0F3SUJBZ01VUXhvVVV5VnpwU
V1kdUlXbStwL3dxZ0JDSFVrdORRWUpLblpJaHZjTkFRRUWKQLIFBA1VURUXNQWtHQTFVRUJoTUNRMDR4
RERBSO0JnT1ZCQWANQTFCRIN6RVEFNQTRHQTFVRUJ3d0hRbVZwU21sdQpaekVQTUEWROExVUVDZ3dHVms
xM11YSmxNUkV3RHAZRFZRUUREQWhJWVhKaWIzSkRRVEF1RncweUL6QTRNRGN3Ck5gqVTBOVGRhRncwek
16QTRNRFF3TmpVMESUZGENRkV4Q3pBSkInT1ZCQVIUQWtOTO1RA3dDZ11EVIFRSURBT1EKU1VZeEVEQ
U9CZO5SWQkFJTUIwSmxhVXBwYmljeER6QUSCZOSWQkFvTUIsWk5kMkZ5W1RFUk1IBOEABMVVEQXd3SQpT
ROZ5WWO05eVEWRXAnZ01lpTUEWRONTcUATSWIZRFFFQkFRVUFBNELIDRHABd2dnSUtBb01DQVFDckFtajB
VR11UCjVobm50eTNIMVdkcUhIejBHbFphWVPpGQlhvQVhlWitZa2ljeXJhOFpFeVJICTFBKZVNOcldzMW
45dFplRUg2WDgKM3JJbzUwdzhrZTYwYU9O0OOU80VIVXZEXZKzYxYUxrN1pkNGkzcU9IQTVKSFUlcES5De
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nU0bThaQlF1bUp2SzFVSQpwQl1lQONNnFtNGxSQUFVWEVzZWGZ0S24vRkJ4bGdReTNhUjJJ1Y0IzdXA5UndD
R11DLzASTVA5ZjErUmhja3ZviEXRCmppUWx4aHZ0NFpxeG1l2b09KMi91bUor THBGbENZaXBRVKNWN 3N
peVM1ZGIVRmwS5ULVWSFV1IRDhpdzgxKzZTaEEKenRpZXY1U20zbGEOUGW1cUU4VMIEVEJTUXRpMmQzUX
B2MOS5IR0Z4UUNWMIVTM1IBVCcWxPQ1lZ0dDFtSHR]jZEhSUQPTOEN2SEO9DV1czRHAS5ZXB2Y3M4STJFY1U3M
OVQN3JKOEJtL21GQUFwWd2F1NXpjMmt xRGIJRcIMrTihEeWFpcGY4Ckgxa3FFV1U2VmEvbCtjZHFSbkcl
ZWVmM21vT3dKMDBPa2ZgSWtCUExXxSOC91ZVADROR4RVE1IRkKkZI1IRXhxSTAdhNUIKcml1FK25vTTBJMFRQSFp
5Z23c4UnzZVU3hQbGJI3MFZkVzZASMHAQOHB3WGFGYVBPMmMhtT21vVGJIiVkpkMVhgaGRFZAoOXWTdmQktYKz
16UUxjb3dlcmF5¢cDRaSULSTTNTZnRaZkcS5bjErN3pmcVBpamVoTGdiUkUrcHVaalUQwbi9xUXIvC1INzO
WUSMXZQRIU2NW82V]jYVL2Y5MVZmVHIRUMVIVOIWUWNubCtobGpPOVPpUeHRRM1VWRNU3TDRWT2RJIZ1JH
RTgKcDVJZE9L1TDF1cW1ltTi8rTW5hckV3K2JFalc0ajF3cnFQUULIEQVFBOM8xTXdVVEFkQmAOVKkhRNEV
GZ1FVdEozbQpvR3RrcVJIiVG1l2ZFkzQWxnMTZUOWpCZ3dId1l1EV1IwakJCZ3dGb0FVdEozbWIHAGtxUm
JUaXZkWTNBbGcxN1Q5CmpCZ3dEd1I1EVIIWVEFRSCICQVV3QXdFQi96QUS5CZ2txaGtpRz13MEJBUXNGQ
UFPQOFNRUFUMFBGcUduUjVRAEOKZm1PMTdwSmVDKOIWM3NOVG0ozS0VzZjUybmIXUnprWm9xNjMrRDZn
VURtU3FMMm1RSExXxRUy9WNWhadmIzZTFCTAPpDSXpEZMF5cGl14K2k3Mnl1IbVRRNGRBUWSNT2hCUmM8 rMEN
VOGpZaOt4Tj1lININhOT1ERkOYVESBblpzcEs4ZEVUCM1UaOp2bH1HS2tyell1kNEFvczN3dUSUVES8S5VW
XCK1FgOmI4TUVDc31MR2U4VGxIMk4vOFdwMFMySG1QUHVNeU8KemJORUUrSWIXaWlgT11LRU44cHIUY
3plelVnZHpGcXJI3bjVKAWZSejdockVOMNESZG9sYmOVTGRNK3pnUHVzZwo0a31lnVilxWU5KcldvVExX
PEFJKNzZRYOMFOZFpYM3BOV1IVGRGtjQ3JkSk1loWFFESWAWUDNWa2xJZ21zUUhTU3IrCktJYSt5R1p3MUS
hODZML2R0OdjNrR1ovN2VRMHNHVZzVPpS3R3VMY5UnBgYTAXL3ZhTTALIOTdFWGNSSGZ2cHRxeFQKcjNOcn
FTOmZkT1JtNStXOVh3cORXND13dFAERES520HNDS2JrenI2Q0JHYUxXSHFGRWtCOHpiTG1JQVBYd2Vga
ApSOTh5TnY1ZjBzb01tZ1glR3REY2RMZjd3dGgO0UGLlVvRG1loZklrRXVzd0twVGNIWWo3clROSNFYTFV2
0253Z2kV0Ck93cytHa2c5L0ZHd0p6ZkJ1YUNrNHVXbGwSbC9JanZ6azdydkc0Z21VXa2tMvVi9SdmVzbF1l
EZV1SUXBnYzRybzgKdFFpMThvb3V4RGZuMT1SS2JPVINtNm5uT1lYwdz1lHdjZiUGxgbj1lRaDBOMWJIOaU
XWZThJeWhGbOVPOFpVYTBNnSApCZ29PbX1GZHQOVT1QclIvZTdNCcWZzM2tQVjZkbmtzPQotLSOtLUVOR
CBDRVJUSUZJQOFURSOtLSOt

ﬁ If you reboot the VM, the above configuration will be set to default.

9. Install the Tanzu CLI plug-ins.

root@photon-al7e54311cf [ ~ ]# tanzu plugin group search
GROUP DESCRIPTION LATEST
vmware-tkg/default Plugins for TKG v2.3.0

root@photon-al7e54311cf [ ~ 1# tanzu plugin install --group vmware-tkg/default
[1i] Installing plugin 'isolated-cluster:v0.30.1' with target 'global'

[i] Plugin binary for 'isolated-cluster:v0.30.1' found in cache

[i] Installing plugin 'management-cluster:v0.30.1' with target 'kubernetes'
[1i] Plugin binary for 'management-cluster:v0.30.1' found in cache

[i] Installing plugin 'package:v0.30.1' with target 'kubernetes'

[i] Plugin binary for 'package:v0.30.1' found in cache

[i] Installing plugin 'pinniped-auth:v0.30.1"' with target 'global'

[i] Plugin binary for 'pinniped-auth:v0.30.1' found in cache

[i] Installing plugin 'secret:v0.30.1' with target 'kubernetes'

[i] Plugin binary for 'secret:v0.30.1' found in cache

i] Installing plugin 'telemetry:v0.30.1' with target 'kubernetes'

i] Plugin binary for 'telemetry:v0.30.1' found in cache

i
ok] successfully installed all plugins from group 'vmware-tkg/default:v2.3.0'

After installing the Tanzu plug-ins, run the Tanzu plug-in list command to check the versions of the
plug-ins and their installation status.

10. Install Carvel tools.
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Tanzu Kubernetes Grid uses the following tools from the Carvel open-source project:

o

ytt - a command-line tool for templating and patching YAML files. You can also use ytt to
collect fragments and piles of YAML into modular chunks for easy re-use.

kapp - the application deployment CLI for Kubernetes. It allows you to install, upgrade, and
delete multiple Kubernetes resources as one application.

kbld - an image-building and resolution tool.

imgpkg - a tool that enables Kubernetes to store configurations and the associated
container images as OCI images, and to transfer these images.

Install ytt.
gunzip ytt-linux-amd64-v0.45.0+vmware.2.gz

chmod ugo+x ytt-linux-amd64-v0.45.0+vmware.2 && mv ./ytt-linux-amd64-vO0.
45.0+vmware.2 /usr/local/bin/ytt

Run ytt --version to check that the correct version of ytt is installed and executable.
Install kapp.
gunzip kapp-linux-amd64-v0.55.0+vmware.2.gz

chmod ugo+x kapp-linux-amd64-v0.55.0+vmware.2 && mv ./kapp-linux-amdé64-v
0.55.0+vmware.2 /usr/local/bin/kapp

Run kapp --version to check that the correct version of kapp is installed and executable.

Install kbld.

gunzip kbld-linux-amd64-v0.37.0+vmware.2.gz

chmod ugo+x kbld-linux-amd64-v0.37.0+vmware.2 && mv ./kbld-linux-amdé64-v
0.37.0+vmware.2 /usr/local/bin/kbld

Run kb1d --version to check that the correct version of kbld is installed and executable.

Install imgpkg.

gunzip imgpkg-linux-amdé64-v0.36.0+vmware.2.gz
chmod ugo+x imgpkg-linux-amd64-v0.36.0+vmware.2 && mv ./imgpkg-linux-amdé
4-v0.36.0+vmware.2 /usr/local/bin/imgpkg

Run imgpkg --version to check that the correct version of imgpkg is installed and
executable.

11. Install yq.

yq is a lightweight and portable command-line YAML processor. You can download yq by clicking

here.

tar -zxvf yq linux amdé64.tar.gz

mv yqg linux amdé64 /usr/local/bin/yg
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Run the yg -v command to check that the correct version of yq is installed and executable.
12. Run the following commands to start the Docker service and enable it to start at boot. The Photon

OS has Docker installed by default.

## Check Docker service status

systemctl status docker

## Start Docker Service

systemctl start docker

## To start Docker Service at boot

systemctl enable docker
13. Execute the following commands to ensure that the bootstrap machine uses cgroup v1.

docker info | grep -i cgroup

## You should see the following

Cgroup Driver: cgroupfs

14. Create an SSH key-pair.

This is required for Tanzu CLI to connect to vSphere from the bootstrap machine. The public key
part of the generated key will be passed during the Tanzu Kubernetes Grid management cluster
deployment.

### Generate public/Private key pair.
ssh-keygen -t rsa -b 4096 -C "email@Rexample.com"

### Add the private key to the SSH agent running on your machine and enter the

password you created in the previous step
ssh-add ~/.ssh/id_rsa

### If the above command fails, execute "eval $(ssh-agent)" and then rerun the

command.
Make a note of the public key from the file $home/.ssh/id_rsa.pub. You need this while creating a
config file for deploying the Tanzu Kubernetes Grid management cluster.

15. If your bootstrap machine runs Linux or Windows Subsystem for Linux, and it has a Linux kernel
built after the May 2021 Linux security patch, for example Linux 5.11 and 5.12 with Fedora, run the
following command:

sudo sysctl net/netfilter/nf conntrack max=131072

Import the Base Image Template in vCenter Server

Before you proceed with the management cluster creation, ensure that the base image template is imported
into vSphere and is available as a template. To import a base image template into vSphere:

1. Go to the Tanzu Kubernetes Grid downloads page and download a Tanzu Kubernetes Grid OVA for
the cluster nodes.
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For the management cluster, download either a Photon or Ubuntu based Kubernetes v1.26.5 OVA.

ﬁ Custom OVA with a custom Tanzu Kubernetes release (TKr) is also supported, as
described in Build Machine Images.

For workload clusters, OVA can have any supported combination of OS and Kubernetes version, as
packaged in a Tanzu Kubernetes release.

ﬁ Make sure you download the most recent OVA base image templates in the event
of security patch releases. You can find updated base image templates that
include security patches on the Tanzu Kubernetes Grid product download page.

2. Inthe vSphere client, right-click an object in the vCenter Server inventory and select Deploy OVF
template.

3. Select Local file, click the button to upload files, and select the downloaded OVA file on your local
machine.

4. Follow the installer prompts to deploy a VM from the OVA.

5. Click Finish to deploy the VM. When the OVA deployment finishes, right-click the VM and select
Template > Convert to Template.

ﬁ Do not power on the VM before you convert it to a template.

6. If using non administrator SSO account: In the VMs and Templates view, right-click the new
template, select Add Permission, and assign the tkg-user to the template with the TKG role.

For information about how to create the user and role for Tanzu Kubernetes Grid, see Required Permissions
for the vSphere Account.

Import NSX Advanced Load Balancer in Content Library

Create a content library following the instructions provided in Create a Library in VMware vSphere
documentation. You will store the NSX Advanced Load Balancer OVA in the library.

To import the OVA into the content library, see Import Items to a Content Library.

Deploy and Configure NSX Advanced Load Balancer

NSX Advanced Load Balancer (ALB) is an enterprise-grade integrated load balancer that provides L4 - L7
load balancer support. It is recommended for vSphere deployments without NSX-T, or when there are
unique scaling requirements.

NSX Advanced Load Balancer is deployed in Write Access Mode in the vSphere Environment. This mode
grants NSX Advanced Load Balancer controllers full write access to vCenter that helps in automatically
creating, modifying, and removing service engines (SEs) and other resources as needed to adapt to
changing traffic needs.
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The following table provides a sample IP address and FQDN set for the NSX Advanced Load Balancer

controllers:
Controller Node IP Address FQDN
Node 1 Primary 172.16.10.11 sfoOlalbctlrOla.sfo0l.rainpole.local
Node 2 Secondary 172.16.10.12 sfo0lalbctlrOlb.sfo0l.rainpole.local
Node 3 Secondary 172.16.10.13 sfollalbctlrOlc.sfo0l.rainpole.local
HAAddress 172.16.10.10 sfo0lalbctlr0l.sfo0l.rainpole.local

Follow these steps to deploy and configure NSX Advanced Load Balancer:

1.

N o o B~ W DN

Deploy NSX Advanced Load Balancer

NSX Advanced Load Balancer: Initial setup

NSX Advanced Load Balancer: Licensing

NSX Advanced Load Balancer: Controller High Availability

NSX Advanced Load Balancer: Certificate Management

NSX Advanced Load Balancer: Create vCenter Cloud and SE Groups

NSX Advanced Load Balancer: Configure Network and IPAM & DNS Profiles

Deploy NSX Advanced Load Balancer

As part of the prerequisites, you must have the NSX Advanced Load Balancer 21.1.4 OVA downloaded and
imported to the content library. Deploy the NSX Advanced Load Balancer under the resource pool “nsx-alb-
components” and place it under the folder “nsx-alb-components”.

To deploy NSX Advanced Load Balancer, complete the following steps.

1.

2
3
4.
5

S

10.

1.

Log in to vCenter and go to Home > Content Libraries.

Select the content library under which the NSX Advanced Load Balancer OVA is placed.

Click on OVA & OVF Templates.

Right-click the NSX Advanced Load Balancer image and select New VM from this Template.

On the Select name and folder page, enter a name and select a folder for the NSX Advanced Load
Balancer VM as nsx-alb-components.

On the Select a compute resource page, select the resource pool nsx-alb-components.
On the Review details page, verify the template details and click Next.

On the Select storage page, select a storage policy from the VM Storage Policy drop-down menu
and choose the datastore location where you want to store the virtual machine files.

On the Select networks page, select the network sfo01-w01-vds01-albmanagement and click
Next.

On the Customize template page, provide the NSX Advanced Load Balancer management network
details such as IP address, subnet mask, and gateway, and click Next.

On the Ready to complete page, review the page and click Finish.
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Deploy OVF Template Ready to complete x
Review your selections before finishing the wizard

1 Select an OVF t lat
slectan emplate v Select a name and folder

R Name sfoOlalbctlrOla.sfoOl.rainpole.vmw
2 Select a name and folder
Template name controller_shal
3 Select a compute resource Folder nsx-alb-components

v Select a compute resource
4 Review details

Resource nsx-alb-components

5 Select storag . .
elect storage v Review details

ownload size 43G
6 Select networks o “ 366

v Select storage
7 Customize template

Size on disk 128.0 GB

8 Ready to complete Storage mapping !
All disks

Policy: Management Storage policy - Thin; Datastore: vsanDatastore; Format: As
defined in the VM storage policy

v Select networks
Network mapping 1
Management sfoO1-w01-vdsO1-albmanagement
IP allocation settings

IP protocol IPv4

CANCEL BACK FINISH

A new task for creating the virtual machine appears in the Recent Tasks pane. After the task is complete,
the NSX Advanced Load Balancer virtual machine is created on the selected resource. Power on the virtual
machine and give it a few minutes for the system to boot. Upon successful boot up, go to NSX Advanced
Load Balancer on your browser.

ﬁ While the system is booting up, a blank web page or a 503 status code may appear.

NSX Advanced Load Balancer: Initial Setup

After NSX Advanced Load Balancer is successfully deployed and running, go to NSX Advanced Load
Balancer on your browser using the URL https://<IP/FQDN> and configure the basic system settings:

1. Set admin password and click Create Account.
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VMware NSX ALB (Avi)

admin

Email Address (Optional)

CREATE ACCOUNT

2. On the Welcome page, under System Settings, set backup passphrase and provide DNS
information, and click Next.

v System Settings Let's get started with some basic questions

Passphrase™ @

Confirm Passphrase™ @

DNS Resolver(s) @
192.168.200.10

DNS Search Domain @
sfo01.rainpole.vmw|

NEXT

> Email/SMTP

> Multi-Tenant
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3. Under Email/SMTP, provide email and SMTP information, and click Next.

> System Settings Let's get started with some basic questions

©

v Email/SMTP

None @ Local Host SMTP Server Anonymous Server

From Address™ @

admin@avicontroller.net

> Multi-Tenant

4. Under Multi-Tenant, configure settings as follows and click Save.
o |P Route Domain: Share IP route domain across tenants
o  Service Engines are managed within the: Provider (Shared across tenants)

o  Tenant Access to Service Engine: Read Access

®
> System Settings Let's get started with some basic questions
> Email/SMTP
v Multi-Tenant
IP Route Domain (1)
Per tenant IP route domain @) Share IP route domain across tenants
Service Engines are managed within the (1)
Tenant (Not shared across tenants) ° FProvider (Shared across tenants)
Tenant Access to Service Engine
© Read Access No Access
~ Setup Cloud After SAVE

‘ CANCEL ‘
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If you did not select the Setup Cloud After option before saving, the initial configuration wizard exits. The
Cloud configuration window does not automatically launch and you are directed to a dashboard view on the
controller.

NSX Advanced Load Balancer: NTP Configuration

To configure NTP, go to Administration > Settings > DNS/NTP > Edit and add your NTP server details
under DNS/NTP and click Save.

ﬁ You may also delete the default NTP servers.

Authentication Access DNS/NTP Email/SMTP Tenancy Mode DNS Services
DNS/NTP

DNS Resolver(s) @
(:192153.203 10 X} ®

Search Domain @
sfoO1.rainpole.vmw

NTP Authentication Keys (0)

Key Number Algorithm Key
We couldn’t find any objects!
1

NTP Servers (1)

Key Number Servers

Enter Kev N e v 192.168.200.5 i

NSX Advanced Load Balancer: Licensing

You can configure the license tier as NSX ALB Enterprise or NSX ALB Essentials for VMware Tanzu as per
the feature requirement. This section focuses on enabling NSX Advanced Load Balancer using Enterprise
Tier (VMware NSX ALB Enterprise) license model.

1. To configure licensing, go to Administration > System Settings > Licensing, and click on the
gear icon to change the license type to Enterprise.
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vmw NSX-ALB admin v o8
Templates Infrastructure  Administration
«
@ Licensing @

% Accounts
® settings >

[ER LICENSE Enterprise with Cloud Services

ystem settings

@& Cloud Services Controller Max Allowed @ | Service Units Usage

1000
& Licensing

Reserved Licenses
£ Controller >
) User Credentials >
@ Support >

2. Select Enterprise Tier as the license type and click Save.

LICENSING

Enterprise with Cloud Services Tier (0/0 service Core
VMware NSX ALB Enterprise with Cloud Services

Enterprise Tier (22 5«

VMware NSX ALB Enterprise.

Basic Tier (0 Service Core Licenses)
VMware NSX ALB Basic (replacement for NSX LB)

Essentials Tier (0s=

VMware NSX ALB essentials for Tanzu

3. Once the license tier is changed, apply the NSX Advanced Load Balancer Enterprise license key. If
you have a license file instead of a license key, apply the license by clicking on the Upload a
License File(.lic) option.

admn v

vmw NSX-ALB

Applications  Operations Templates  Infrastructure ~ Administration

«
Licensing &

& Accounts

@ settings
‘ T

@ System Settings

@ Cloud Services
R LIcENSE Enterprise

ADD LICENSE

= Licensing
& controller N © Enter a License Key Ipload a License File (lic) o
[ User Credentials > License Key* @
@ support >
Usea Servce Unt
Licenses
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NSX Advanced Load Balancer: Controller High Availability

In a production environment, it is recommended to deploy additional controller nodes and configure the
controller cluster for high availability and disaster recovery. Adding 2 additional nodes to create a 3-node
cluster provides node-level redundancy for the controller and also maximizes performance for CPU-
intensive analytics functions.

To run a 3-node controller cluster, you deploy the first node and perform the initial configuration, and set the
cluster IP address. After that, you deploy and power on two more controller VMs, but you must not run the
initial configuration wizard or change the admin password for these controllers VMs. The configuration of the
first controller VM is assigned to the two new controller VMs.

The first controller of the cluster receives the Leader role. The second and third controllers work as
Follower.

Perform the following steps to configure NSX Advanced Load Balancer cluster:

1. Log in to the primary NSX Advanced Load Balancer controller and go to Administrator >
Controller > Nodes, and click Edit.

vmw NSX-ALB

Applications ~ Operations  Templates  Infrastructure ~ Administration

Nodes eor

% Accounts >

@ System Settings gg Controller Cluster
@ Cloud Services

@cluster-0-1 P(No HA)
(7 Licensing

i Controller v °.

eeeeeeeeeeeeee

2. Specify Name and Controller Cluster IP, and click Save. This IP address must be from the NSX
Advanced Load Balancer management network.
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EDIT CLUSTER | DO v X

sfoOlalbctlrO1.sfoOl.rainpole.vmw

General

General

Name*
sfoO1albctir01.sfo01.rainpole.vmw

Controller Cluster IP @
172.16.10.10

Cluster Node (1)
ADD

Node IP Hostname Public IP Address

172.16.10.11 172.16.10.11 781!

Deploy the 2nd and 3rd NSX Advanced Load Balancer controller nodes by using steps in Deploy
NSX Advanced Load Balancer.

Log into the primary NSX Advanced Load Balancer controller using the Controller Cluster IP/FQDN
and go to Administrator > Controller > Nodes, and click Edit. The Edit Controller Configuration
popup appears.

In the Cluster Nodes field, enter the IP address for the 2nd and 3rd controller, and click Save.
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sfoOlalbctlrO1.sfoOl.rainpole.vmw

Genera

General

Name™
sfoO1albctir01.sfoO1.rainpole.vmw

Controller Cluster IP @
172.16.10.10

Cluster Node (3)

Node IP Hostname

172.16.10.1 sfoOlalbctirOla.sfoO1.rainpo
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Public IP Address

After you complete these steps, the primary NSX Advanced Load Balancer controller becomes the
leader for the cluster and invites the other controllers to the cluster as members.

NSX Advanced Load Balancer then performs a warm reboot of the cluster. This process can take
approximately 10-15 minutes. You are automatically logged out of the controller node where you are
currently logged in. Enter the cluster IP address in the browser, to see details about the cluster

formation task.

Controller Initializing

The service is temporarily unavailable. The controller will be back in a few minutes. You will be

redirected when it is ready.
[ 1]

The configuration of the primary (leader) controller is synchronized to the new member nodes when the
cluster comes online following the reboot. After the cluster is successfully formed, you can see the

following status:
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vmw NSX-ALB admin v

Applications ~ Operations

Templates  Infrastructure  Administration

«

Nodes eor
% Accounts >
@ System Settings &) Controller Cluster
& Cloud Services .
Ed Licensing SfoO|a!bc(lvOi.sfoO\.rampo\e.vmwf'-g:\v-l—
£ Controller v Cluster 1P
@ 172.16.10.10
Nodes (3)
Q
=e == =
HSM Packages
216 alocti @ Act
Configuration Backup
(&) User Credentials > elbctrotn <t g ol @ ict
@ Support > 172161013 sfoOlalbetirOic. sfo01.rainpole. vmw Followe! @ Acti
1
ﬁ In the following tasks, all NSX Advanced Load Balancer configurations are done by

connecting to the NSX ALB Controller Cluster IP/FQDN.

NSX Advanced Load Balancer: Certificate Management

The default system-generated controller certificate generated for SSL/TSL connections will not have the
required subject alternate name (SAN) entries. Perform the following steps to create a controller certificate:

1. Log in to the NSX Advanced Load Balancer controller and go to Templates > Security > SSL/TLS
Certificates.

2. Click Create and select Controller Certificate. You can either generate a self-signed certificate,
generate CSR, or import a certificate. For the purpose of this document, a self-signed certificate is
generated.

3. Provide all required details as per your infrastructure requirements and in the Subject Alternate
Name (SAN) field, provide IP address and FQDN of all NSX Advanced Load Balancer controllers
including NSX Advanced Load Balancer cluster IP and FQDN, and click Save.
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tkgvsphere-avi-cert

General Certificate

General

Name™
tkgvsphere-avi-cert

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Type
Self Signed

Certificate

Commen Name™*
sfoDlalbctirdl.sfoOlrainpole.local

Email
email@example com

Organization Organization Unit
WMware WMware Engineering
Locality or City

Palo Alto
State Name or Province Country

CA us

Two letter country code

Algorithm Key Size

RSA ~ 2048 Bits

Days Until Expiration
365

Subject Alternate Name (SAN) (0) @

ADD
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NEW CERTIFICATE (SSL/TLS)

General Certificate
Algorithm Key Size
RSA v 2048 Bits

Days Until Expiration
365

Subject Alternate Name (SAN) (8) @

ADD
Name
sfoOlalbctirO1.sfoO1.rainpole vmw
sfoOlalbctirOla.sfoOl.rainpole vmw
sfoOlalbctirO1b.sfoO1.rainpole.vmw
sfoOlalbctirOlc.sfoO1l.rainpole.vmw
172.16.10.10
172.16.10.1
172.16.10.12

17216.10.13

tems per page 10 8 Tota

After the certificate is created, capture the certificate contents as this is required while deploying
the Tanzu Kubernetes Grid management cluster. To capture the certificate content, click the
Download icon next to certificate, and click Copy to clipboard under Certificate.

EXPORT CERTIFICATE X

tkgvsphere-avi-cert

Configuration

Key @

2

COPY TO CLIPEOARD

Certificate

£d

2

COPY TO CLIPBOARD

To replace the certificate, go to Administration > System Settings, and edit it under Access. You
can replace the SSL/TSL certificate to previously created certificate and click Save.
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EDIT SYSTEM SETTINGS X

Authentication Access DNS/NTP Email/SMTP Tenancy Mode DNS Services

HTTP Port @

Enable HTTPS Access to System

HTTPS Port @

Redirect HTTP to HTTPS

SSL/TLS

SSL Profile*
System-Standard-Portal v .

SSL/TLS Certificate @

( txgvsphere-avi-cert X ) @ VoL

Secure Channel SSL/TLS Certificate @

Allow Basic Authentication @

Allowed Ciphers @

( aes128-ctr X )( zes258-ctr X ®

6. Log out and log in to NSX Advanced Load Balancer.

NSX Advanced Load Balancer: Create vCenter Cloud and SE Groups

NSX Advanced Load Balancer can be deployed in multiple environments for the same system. Each
environment is called a cloud. The following procedure provides steps on how to create a VMware vCenter
cloud, and as shown in the architecture two service engine (SE) groups are created.

Service Engine Group 1: Service engines part of this service engine group hosts:

¢ Virtual services that load balances control plane nodes of Management Cluster and Shared
services cluster.

e Virtual services for all load balancer functionalities requested by Tanzu Kubernetes Grid
management cluster and Shared services cluster.

Service Engine Group 2: Service engines part of this service engine group hosts virtual services that load
balances control plane nodes and virtual services for all load balancer functionalities requested by the
workload clusters mapped to this SE group.

ﬁ - Based on your requirements, you can create additional SE groups for the workload
clusters. - Multiple workload clusters can be mapped to a single SE group. - A Tanzu
Kubernetes Grid cluster can be mapped to only one SE group for application load balancer
services. - Control plane VIP for the workload clusters will be placed on the respective
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Service Engine group assigned through AKO Deployment Config (ADC) during cluster
creation.

For information about mapping a specific service engine group to Tanzu Kubernetes Grid workload cluster,
see Configure NSX Advanced Load Balancer in Tanzu Kubernetes Grid Workload Cluster.

1. Log in to NSX Advanced Load Balancer and go to Infrastructure > Clouds > Create > VMware
vCenter/vSphere ESX.

vmw NSX-ALB

Applications  Operations  Templates  Infrastructure ~ Administration

« Displaying Past6 Hours v | | Q

@ Dashboard v Name = Type
& Clouds
Default-Cloud No Orchestrator [|
@ cloud Resources >

@ GsLB >

2. Under General pane, in the Name field, enter a Cloud name.

EDIT CLOUD

sfo0Tw01vcO1
General vCenter/vSphere IPAM/DNS

General

Name™
sfo0lwOTvc Ol

Changing the Cloud type is orted from the Clouds page by clicking 'Convert Cloud Type'

3. Under the vCenter/vSphere pane, specify the vCenter address, Username, and Password, and
click CONNECT.

vCenter/ivSphere Credentials X

vCenter Address™ (D)
sfoMwOlvcOl sfoOl rainpole local

Username™ (T
administrator@vsphere. local

Password” (D

CAMCEL COMNECT

4. Under the Data Center pane, choose the data center from the Data Center drop-down menu.Select
Content Library for SE template and click SAVE & LAUNCH.
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vCenter/vSphere

Credentials
vCenter Address ()
sfoOlwdvcOl.sfo0l.rainpole.local

Username (@) Password (@)
administrator@vsphere local

Access Permission (3

Write

CHANGE CREDENTIALS

Data Center™ ()
sfo0TwOldc Ol
Use Content Library @

Content Library™ (@
sfoQIwO1clOn

[ (@ VMware vCentervSphere ESX cloud needs to be created before proceeding. Please 'Save & Relaunch’ the modal to complete setup. l

o

CANCEL | SAVE & RELAUNCH

5. Select the Management Network from the Management Network drop-down menu to choose the
NSX Advanced Load Balancer management network for service engines. Enter a static IP address
pool for SEs and VIP, and click Complete.

EDIT CLOUD X

sfoOTwO1vcO1
Genera vCenter/vSphere IPAM/DNS Tags

Management Network™ @
sfo01-wO1-vdsOl-albmanagement

IP Address Management for Management Network
Enable DHCP

IP Subnet® @
172.16.10.0/24

Default Gateway
172.16.10.1

Static IP Address Pool (1)™
IP Address

172.16.10.100-172.16.10.200

Enable IPv6 Auto Configuration @

IPAM/DNS

6. Wait for the cloud to get configured and the status to turn green.
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CREATE v

Type status
Default-Cloud No Orchestrator ) s80P+

e 5 [} Sfo0IWOIVCO! VMware vCenter/vSphere ESX [ 702+

To create a service engine group for Tanzu Kubernetes Grid management clusters, under the
Infrastructure tab, go to Cloud Resources > Service Engine Group. From the Select Cloud
drop-down menu, select the cloud created in the previous step and click Create.

The following components are created in NSX Advanced Load Balancer.

Object Sample Name
vCenter Cloud sfo01w01vc01
Service Engine Group 1 sfo01mO01segroup01
Service Engine Group 2 sfo01w01segroup01

Enter a name for the Tanzu Kubernetes Grid management service engine group and set the
following parameters:

Parameter Value

High availability mode Active/Active - NSX ALB Enterprise edition.
Active/Standby - NSX ALB Essentials for Tanzu edition.

Enable Service Engine Self Supported with NSX ALB Enterprise edition.

Election

Memory for caching Supported with NSX ALB Enterprise edition. You must set the value to O for
essentials.

Memory per Service Engine 4

vCPU per Service Engine 2

Use the default values for the rest of the parameters.
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NEW SERVICE ENGINE GROUP | D v
sfoOImO1segroupO1

General Placement Resources Scope Security

General

Name™
sfo01mO1segroupO1

Cloud
sfo0TwO1vcO1

Enable Real-Time Metrics @

Enable Per-app Service Engine Mode @

Service Engine Bandwidth Type @
SE Bandwidth Unlimited

Placement

High Availability Mode @
Active/Standby ° Active/Active N + M (buffer)

Service Engine

Number of Service Engines @
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Logs

Buffer Service Engines @

Tags

For advanced configuration, click on the Advanced tab, specify a specific cluster and datastore for

service engine placement. Then, change the NSX_ALB SE folder name and service engine name

prefix, and click Save.
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NEW SERVICE ENGINE GROUP D v

sfoOImO1segroupO1

Genera Placement Resources Scope

w
0O

e

Host/Cluster Scope Service Engine Within
Any @ Host/Cluster

Cluster
© Include Exclude

((sfoo1wo1ciustero1 X )

Host
Include @ Exclude

Data Store Scope for Service Engine Virtual Machine
Any Local @ Shared

Data Store
© Include Exclude

(vsanDatastore X )

Security

HSM Profile

User Agent Cache

Service Engine Cache Size @

Repeat steps 7 and 8 to create another service engine group for Tanzu Kubernetes Grid workload
clusters. After completing this step, you will have created two service engine groups.

vmw NSX-ALB

Applications  Operations  Templates  Infrastructure ~ Administratio

€ Select Cloud:  soomoncon

Dashboard

& Clouds Service Engine Group
@ Cloud Resources v

9 esLB >

urity
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Logs

# Virtual Services

Maximum Number of Virtual Services per Service Engine

Configure Tanzu Kubernetes Grid Networks in NSX Advanced Load Balancer

®

®

admin

As part of the cloud creation in NSX Advanced Load Balancer, only management network has been
configured in NSX Advanced Load Balancer. Perform the following steps to configure these networks:

TKG Management Network
TKG Workload Network
TKG Cluster VIP/Data Network
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TKG Management VIP/Data Network

TKG Workload VIP/Data Network

Log in to NSX Advanced Load Balancer and go to Infrastructure > Cloud Resources > Networks.
Select the desired cloud. All the networks available in vCenter are listed.

Click on the edit icon next for the network and configure as follows. Change the provided details as
per your SDDC configuration.

ﬁ Not all networks are auto-discovered. For those networks, manually add the
subnet.

Network Name DHCP Subnet Static IP Pool
sfo01-w01-vds01-tkgmanagement Yes 172.16.40.0/24 NA
sfo01-w01-vds01-tkgworkload Yes 172.16.60.0/24 NA
sfo01-w01-vds01-tkgclustervip No 172.16.80.0/24 172.16.80.100 - 172.16.80.200
sfo01-w01-vds01-tkgmanagementvip No 172.16.50.0/24 172.16.50.100 - 172.16.50.200
sfo01-w01-vds01-tkgworkloadvip No 172.16.70.0/24 172.16.70.100 - 172.16.70.200

The following image shows a sample network configuration for network sfo01-w01-vds01-
tkgclustervip. You should apply the same configuration in sfo01-w01-vds01-tkgmanagementvip
and sfo01-w0l-vds0l-tkgworkloadvip.

EDIT NETWORK SETTINGS | D v X

sfo01-wO1-vdsO1-tkgclustervip

General

General

Name™
sfo01-wO1-vdsO1-tkgclustervip

IP Address Management
Enable DHCP

Enable IPv6 Auto Configuration @

Subnets (1 Configured, O Discovered)

Subnet Prefix Type IP Address Pool

17216.80.0/24 Configured 172.16.80.100-172.16.8(

The sfo01-w01-vds0l-tkgmanagement and sfo01-w01-vds01l-tkgworkload network should be
enabled with DHCP.
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After the networks are configured, the configuration must look like the following image.

vmw NSX-ALB admn v i

Applications  Operations ~ Templates  Infrastructure  Administration

«

Select Cloud:  sioomoncor o

( Dashboard

& Clouds Network Profiles

@ Cloud Resources v
CREATE Q

Name Discovered Subnets Configured Subnets Static 1P Pools VRF Context

Service Engine

© GsLe >

Create IPAM and DNS Profile in NSX Advanced Load Balancer and Attach to Cloud

At this point, all the required networks related to Tanzu functionality are configured in NSX Advanced Load
Balancer, except for Tanzu Kubernetes Grid management and workload network which uses DHCP. NSX
Advanced Load Balancer provides IPAM service for Tanzu Kubemetes Grid cluster VIP network,
management VIP network, and workload VIP network.

Perform the following steps to create an IPAM profile and attach it to the vCenter cloud created earlier:

1. Log in to NSX Advanced Load Balancer and go to Templates > Profiles > IPAM/DNS Profiles >
Create > IPAM Profile, provide the following details, and click Save.

Parameter Value

Name sfo01-w01-vcenter-ipam-01

Type AVI Vintage IPAM

Cloud for Usable Networks Tanzu-vcenter-01 (created earlier in this deployment)
Usable Networks sfo01-w01-vds01-tkgclustervip

sfo01-w01-vds01-tkgmanagementvip
sfo01-w01-vds01-tkgworkloadvip
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NEW IPAM/DNS PROFILE X

sfoO1-wO1-vcenter-ipam-01

General Avi Vantage

Name™* @
sfo01-wO1-vcenter-ipam-01

Type* @
Avi Vantage IPAM
Avi Vantage

Allocate IP in VRF @

Cloud @
sf001WOIVCO1 ® v -

Usable Networks (3)

ADD
Network
sfo01-wO1-vdsOl-tkgmanagementvip - 172.16.50.0/24 v o
sfo01-wO1-vdsOl-tkgworkloadvip - 172.16.70.0/24 v ]

sfo01-wO1-vdsOl-tkgclustervip - 172.16.80.0/24

il |

ltems per page 10 3 Total

2. Click Create > DNS Profile and provide the domain name.
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NEW IPAM/DNS PROFILE X

sfoO1-wO1-vcenter-dns-01

General Avi Vantage

General

Name* @
sfo01-wO1-vcenter-dns-01

Type* @
Avi Vantage DNS

Avi Vantage

Default Record TTL for all domains @
30

DNS Service Domains (1)

Domain Name Override Record TTL

W921682OOTC| Enter Record TTL (Seconds (]

tems per page 10 1Tota

3. Attach the IPAM and DNS profiles to the sfo01w01vc01 cloud.
1. Navigate to Infrastructure > Clouds.
2. Edit the sfo01w01vc01 cloud.

3. Under IPAM/DNS section, choose the IPAM and DNS profiles created earlier and save the
updated configuration.
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EDIT CLOUD X

sfoOlwO1vcO1
Genera vCenter/vSphere IPAM/DNS Tags

IPAM/DNS

IPAM Profile @

sfo01-wO1l-vcenter-ipam-01 ® v -
DNS Profile @

sfo01-wO1-vcenter-dns-01 ® v -

Enable State Based DNS Registration @

DNS Resolvers (0) @

ADD

Name

We couldn’t find any objects!

Tags

Key & Value(s) (0)

The above steps complete the NSX Advanced Load Balancer configuration. The next step is to deploy and
configure a bootstrap machine. The bootstrap machine is used to deploy and manage Tanzu Kubernetes
clusters.

Deploy Tanzu Kubernetes Grid Management Cluster

The management cluster is a Kuberetes cluster that runs Cluster API operations on a specific cloud
provider to create and manage workload clusters on that provider.

The management cluster is where you configure the shared and in-cluster services that the workload
clusters use.

You can deploy management clusters in the following ways:

¢ Run the Tanzu Kubernetes Grid installer, a wizard interface that guides you through the process of
deploying a management cluster.

¢ Create and edit YAML configuration files, and use them with Tanzu CLI commands to deploy a
management cluster.

Before creating a management cluster using the Tanzu CLI, you must define its configuration in a YAML
configuration file that provides the base configuration for the cluster. When you deploy the management
cluster from the CLI, you specify the YAML file by using the --fi1e option of the tanzu mc create
command.
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In an air-gapped environment, we recommend deploying a management cluster using a YAML configuration
file. You can use the templates provided in the following section to deploy management clusters on
vSphere.

Management Cluster Configuration Template

The templates include all of the options that are relevant to deploying management clusters on vSphere.
You can copy this template and use it to deploy management clusters to vSphere.

? The environment variables that you have set, override values from a cluster configuration
file. To use all settings from a cluster configuration file, remove any conflicting environment
variables before you deploy the management cluster from the CLI.

Image repository configuration is very important details which will not be part of default
config file when we are creating from TKG UI.

e e L R L EEEEEEE L
#! Basic cluster creation configuration
I e e i e L L L Lt

CLUSTER_NAME:

CLUSTER_PLAN: <dev/prod>
INFRASTRUCTURE_PROVIDER: vsphere

ENABLE CEIP PARTICIPATION: <true/false>
ENABLE AUDIT LOGGING: <true/false>
CLUSTER_CIDR: 100.96.0.0/11

SERVICE CIDR: 100.64.0.0/13

# CAPBK BOOTSTRAP TOKEN TTL: 30m

L e e e e L e L L L L L
#! vSphere configuration
I e e e e e e L L L L L

VSPHERE SERVER:

VSPHERE USERNAME :

VSPHERE PASSWORD:

VSPHERE DATACENTER:

VSPHERE RESOURCE_POOL:

VSPHERE DATASTORE:

VSPHERE_FOLDER:

VSPHERE NETWORK: <tkg-management-network>

VSPHERE_CONTROL_PLANE_ENDPOINT: #Leave blank as VIP network is configured in NSX ALB a
nd IPAM is configured with VIP network

# VSPHERE TEMPLATE:

VSPHERE_SSH AUTHORIZED KEY:
VSPHERE TLS THUMBPRINT:
VSPHERE INSECURE: <true/false>
DEPLOY TKG ON VSPHERE7: true

L e e e e e L L L L L
#! Node configuration
L e e E L L L L L L
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SIZE:

CONTROLPLANE SIZE:
WORKER SIZE:
0S_NAME: ""
0S_VERSION:
0S_ARCH: ""
VSPHERE NUM CPUS:
VSPHERE DISK GIB: 40
VSPHERE MEM MIB: 4096

VSPHERE CONTROL PLANE NUM CPUS:
VSPHERE CONTROL PLANE DISK GIB:
VSPHERE CONTROL PLANE MEM MIB:
VSPHERE WORKER NUM CPUS: 2
VSPHERE_WORKER DISK GIB: 40
VSPHERE_WORKER MEM MIB: 4096

2

2
40
8192

H= FH= H FH o H = H = H H I H I H

#!
#!

NSX Advanced Load Balancer configuration

AVI CA DATA B64:

AVI CLOUD NAME:

AVI CONTROL PLANE HA PROVIDER:
AVI CONTROL PLANE NETWORK:

AVI CONTROL PLANE NETWORK CIDR:
AVI CONTROLLER:

AVI DATA NETWORK:

AVI DATA NETWORK CIDR:

AVI ENABLE:
AVI LABELS:

<true/false>

<true/false>

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

AVI MANAGEMENT CLUSTER CONTROL PLANE VIP NETWORK CIDR:
AVI MANAGEMENT CLUSTER CONTROL PLANE VIP NETWORK NAME:

AVI_ MANAGEMENT CLUSTER_SERVICE_ ENGINE_GROUP:
AVI MANAGEMENT CLUSTER_VIP NETWORK CIDR:

AVI MANAGEMENT CLUSTER_VIP NETWORK NAME:
AVI_ PASSWORD:
AVI_ SERVICE_ENGINE_GROUP:
AVI_USERNAME:

#!
#!
#!

Image repository configuration

nn

TKG_CUSTOM IMAGE REPOSITORY:
TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY:
TKG_CUSTOM IMAGE REPOSITORY CA CERTIFICATE:

#!
#!
#!

Machine Health Check configuration

ENABLE MHC:
# ENABLE MHC CONTROL PLANE:
# ENABLE MHC WORKER NODE: <true/flase>

<true/false>

#!

#! Identity management configuration

<base 64 encoded AVI password>

false

wn
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IDENTITY MANAGEMENT_ TYPE: "none"

#! Settings for IDENTITY MANAGEMENT TYPE: "oidc"

# CERT_DURATION: 2160h

# CERT_RENEW BEFORE: 360h

# OIDC_IDENTITY PROVIDER CLIENT_ ID:

# OIDC_IDENTITY PROVIDER CLIENT_ SECRET:

# OIDC_IDENTITY PROVIDER GROUPS CLAIM: groups

# OIDC_IDENTITY PROVIDER ISSUER_URL:

# OIDC_IDENTITY PROVIDER_SCOPES: "email,profile,groups"
# OIDC_IDENTITY PROVIDER USERNAME CLAIM: email

! Settings for IDENTITY MANAGEMENT TYPE: "ldap"
LDAP_BIND DN:

LDAP_BIND PASSWORD:

LDAP_HOST:

LDAP USER SEARCH BASE DN:

LDAP USER SEARCH FILTER:

LDAP USER SEARCH USERNAME: userPrincipalName
LDAP USER SEARCH ID ATTRIBUTE: DN

LDAP USER SEARCH EMAIL ATTRIBUTE: DN

LDAP USER SEARCH NAME ATTRIBUTE:

LDAP GROUP_ SEARCH BASE DN:

LDAP GROUP_SEARCH FILTER:

LDAP GROUP_SEARCH USER ATTRIBUTE: DN

LDAP GROUP_ SEARCH GROUP ATTRIBUTE:

LDAP GROUP_ SEARCH NAME ATTRIBUTE: cn

LDAP ROOT CA DATA B64:

HH= H = I H FH H H FH H = H H I H

For a full list of configurable values and to learn more about the fields present in the template file, see
Tanzu Configuration File Variable Reference.

Create a file using the values provided in the template and save the file with a . yam1 extension. For more
information about a sample YAML file to use for deploying a management cluster, see Appendix Section.

After you have created or updated the cluster configuration file, you can deploy a management cluster by
running the tanzu mc create --file CONFIG-FILE command, where CONFIG-FILE is the name of the
configuration file. Below is the sample config file for deploying the TKG Management cluster in an air-
gapped environment.

Fl e
#! Basic cluster creation configuration
Fl e e

CLUSTER_NAME: sfo0lwOlvcOl
CLUSTER_PLAN: prod

INFRASTRUCTURE PROVIDER: vsphere
ENABLE CEIP_PARTICIPATION: "true"
ENABLE AUDIT_LOGGING: "true"
CLUSTER_CIDR: 100.96.0.0/11
SERVICE CIDR: 100.64.0.0/13

# CAPBK _BOOTSTRAP_TOKEN TTL: 30m

I e e e e e L L L L Lt
#! vSphere configuration
I e e e S e B L L L
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VSPHERE SERVER: sfo0lwOlvcOl.sfoOl.rainpole.local

VSPHERE USERNAME: administrator@vsphere.local

VSPHERE PASSWORD: <encoded:Vk13YXJIMSE=>

VSPHERE DATACENTER: /sfo01lw01ldcO1l

VSPHERE RESOURCE_POOL: /sfo0lw0ldcOl/host/tkg-management-components/Resources/tkg-mana
gement-components

VSPHERE_DATASTORE: /sfo0OlwOldcOldatastore/vsanDatastore

VSPHERE FOLDER: /sfo0lw0ldcOlvm/tkg-management-components

VSPHERE NETWORK: /sfo0lw0OldcOl/network/sfo0l-w0l-vdsOl-tkgmanagement
VSPHERE_CONTROL_PLANE_ENDPOINT: #Leave blank as VIP network is configured in NSX ALB a
nd IPAM is configured with VIP network

# VSPHERE TEMPLATE:

VSPHERE_SSH_AUTHORIZED KEY: ssh-rsa AAAA[...]== email@example.com
VSPHERE TLS THUMBPRINT: DC:FA:81:1D:CA:08:21:AB:4E:15:BD:2B:AE:12:2C:6B:CA:65:49:B8
VSPHERE INSECURE: "false"

DEPLOY TKG ON VSPHERE7: true

! - -
#! Node configuration
Fl e -

0S NAME: photon

OS_VERSION: "3"

OS_ARCH: amd64

VSPHERE CONTROL_PLANE NUM CPUS: 2
VSPHERE CONTROL_PLANE DISK_GIB: 40
VSPHERE_CONTROL PLANE MEM MIB: 8192
VSPHERE_WORKER NUM CPUS: 2
VSPHERE_WORKER DISK GIB: 40
VSPHERE_WORKER MEM MIB: 8192

N e e e E L L L
#! NSX Advanced Load Balancer configuration

I e e e e Lt
AVI CA DATA B64: LSOt[...]tLSO0tLQ==

AVI CLOUD_NAME: sfo0lw0O1lvcOl

AVI CONTROL PLANE HA PROVIDER: "true"

AVI CONTROL PLANE NETWORK: sfo0l-wOl-vdsOl-tkgclustervip

AVI CONTROL PLANE NETWORK CIDR: 172.16.80.0/24

AVI_CONTROLLER: sfoOlalbctlr0l.sfoOl.rainpole.local

AVI DATA NETWORK: sfo0l-wOl-vdsOl-tkgworkloadvip

AVI DATA NETWORK CIDR: 172.16.70.0/24

AVI ENABLE: "true"

AVI LABELS:

AVI MANAGEMENT CLUSTER CONTROL PLANE VIP NETWORK CIDR: 172.16.80.0/24

AVI MANAGEMENT CLUSTER CONTROL PLANE VIP NETWORK NAME: sfo0l-w0l-vdsOl-tkgclustervip
AVI_ MANAGEMENT CLUSTER SERVICE ENGINE GROUP: sfo0lmOlsegroupOl

AVI_ MANAGEMENT CLUSTER VIP NETWORK CIDR: 172.16.50.0/24

AVI MANAGEMENT_ CLUSTER VIP NETWORK NAME: sfo0l-wOl-vdsOl-tkgmanagementvip
AVI PASSWORD: <encoded:Vk13YXJIMSE=>

AVI SERVICE_ ENGINE GROUP: sfo0lwOlsegroupOl

AVI_USERNAME: admin
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#! Image repository configuration
Fl e e

TKG_CUSTOM_IMAGE REPOSITORY: "harbor-sa.lab.vmw/tkg-160"
TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY: false

TKG_CUSTOM_ IMAGE REPOSITORY CA CERTIFICATE: LSOt[...]tLSOtLQ==

#l ——mm
#! Machine Health Check configuration

Fl -

ENABLE_MHC: true

I e e i e e L L L Lt
#! Identity management configuration
I e e e e e L L L L

IDENTITY MANAGEMENT_TYPE: "none"

To create Management cluster, execute the following command:
tanzu management-cluster create --file config.yaml

The cluster deployment logs are streamed in the terminal when you run the tanzu mc create command.
The first run of tanzu mc create takes longer than subsequent runs because it has to pull the required
Docker images into the image store on your bootstrap machine. Subsequent runs do not require this step,
and thus the process is faster.

While the cluster is being deployed, you will find that a virtual service is created in NSX Advanced Load
Balancer and new service engines are deployed in vCenter by NSX Advanced Load Balancer. The service
engines are mapped to the SE Group sfo01m01segroup0l.

Now you can access the Tanzu Kubernetes Grid management cluster from the bootstrap machine and
perform additional tasks such as verifying the management cluster health and deploying the workload
clusters.

To get the status of the Tanzu Kubernetes Grid management cluster execute the following command:

tanzu management-cluster get
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r r fif [ ~ J]# tanzu management-cluster get
NAME NAMESPACE  STATUS  CONTROLPLANE WORKERS KUBERNETES ROLES PLAN TKR
sfo@1wd1tkgmgmt®1 tkg-system running 3/3 3/3 v1.26.5+vmware.2 management prod v1.26.5---vmware.2-tkg.1

Details:

NAME READY SEVERITY REASON SINCE MESSAGE
/sfod1wO1tkgmgmtO1 r 12m
ClusterInfrastructure - T 13m
ControlPlane - r 12m
Machine/sfo®1w@1tkgmgmt®1-p8zqt-6j19q 13m
Machine/sfo01wd1tkgmgmtO1-p8zqt-7hpm7 13m
Machine/sfo01wB1tkgmgmtO1-p8zqgt-smxks 13m

Workers

MachineDeployment/s fo@1w@1tkgmgmtO1-md-0-j7tpf 13m
Machine/sfo01wO1tkgmgmtO1-md-0-j7tpf-6bc4bd7d88xd4pbp-fdxzf 13m
MachineDeployment/s fo@1w@1tkgmgmtO1-md-1-ptpxc 13m
Machine/sfo01wO1tkgmgmtO1-md-1-ptpxc-5bbdf894d6xb54dz-gn5ss 13m
MachineDeployment/s fo@1w@1tkgmgmtO1-md-2-96hnn 13m
Machine/sfo01wO1tkgmgmtO1-md-2-96hnn-c8db9bbd9x9np86-k51g2 13m

Providers:

NAMESPACE NAME TYPE PROVIDERNAME VERSION
caip-in-cluster-system ipam- in-cluster IPAMProvider in-cluster vO.
capi-kubeadm-bootstrap-system bootstrap-kubeadm BootstrapProvider kubeadm vi.
capi-kubeadm-control-plane-system control-plane-kubeadm ControlPlaneProvider kubeadm vi.
capi-system cluster-api CoreProvider cluster-api vi.
capv-system infrastructure-vsphere InfrastructureProvider vsphere vi.

To interact with the management cluster using the kubectl command, retrieve the management cluster
kubeconfig and switch to the cluster context to run kubectl commands.

# kubectl config get-contexts

Get Context of Management cluster

1# kubectl config use-context sfol0lwlOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl
Switched to context "sfo0OlwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl".

1# kubectl get nodes

NAME STATUS ROLES AGE
VERSION

sfo0lw0ltkgmgmt0l-md-0-£fsf4s-85b59574dx8pgbx-rkndw Ready <none> 3d13h
vl.26.5+vmware.?2

sfo0lwOltkgmgmtOl-md-1-x42wp-7c689d7f44xbpj9z-djmhw Ready <none> 3d13h
vl.26.5+vmware.?2

sfo0lw0ltkgmgmtO0l-md-2-5gzj£f-74dd88f65bxkcczp-twgnv Ready <none> 3d13h
vl.26.5+vmware.?2

sfo0lwO0ltkgmgmtOl-rbnp4-1mlsf Ready control-plane 3d13h

vl.26.5+vmware.?2
sfo0lwOltkgmgmtOl-rbnpd-pj29x Ready control-plane 3d13h
vl.26.5+vmware.?2
sfo0lwOltkgmgmtOl-rbnpd4-z£fwwd Ready control-plane 3d13h

vl.26.5+vmware.?2

# kubectl get apps -A

tkg-system ako-operator Reconcile succeeded
4m55s 3d13h
tkg-system sfo0lwOltkgmgmtOl-antrea Reconcile succeeded
13m 3d13h
tkg-system sfo0lwOltkgmgmtOl-capabilities Reconcile succeeded
79s 3d13h
tkg-system sfoO0lwOltkgmgmtOl-load-balancer-and-ingress-service Reconcile succeeded
9mlls 3d13h
tkg-system sfoO0lwOltkgmgmtOl-metrics-server Reconcile succeeded
61ls 3d13h
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tkg-system sfo0lwOltkgmgmtOl-pinniped Reconcile succeeded
Tmés 3d13h
tkg-system sfo0lwOltkgmgmtOl-secretgen-controller Reconcile succeeded
33s 3d13h
tkg-system sfo0lwOltkgmgmtOl-tkg-storageclass Reconcile succeeded
2m 3d13h
tkg-system sfo0lwO0ltkgmgmtOl-vsphere-cpi Reconcile succeeded
3m32s 3d13h
tkg-system sfo0lwOltkgmgmtOl-vsphere-csi Reconcile succeeded
10m 3d13h
tkg-system tanzu-addons-manager Reconcile succeeded
103s 3d13h
tkg-system tanzu-auth Reconcile succeeded
39s 3d13h
tkg-system tanzu-cliplugins Reconcile succeeded
Tm53s 3d13h
tkg-system tanzu-core-management-plugins Reconcile succeeded
8ml0s 3d13h
tkg-system tanzu-featuregates Reconcile succeeded
3més 3d13h
tkg-system tanzu-framework Reconcile succeeded
32s 3d13h
tkg-system tkg-clusterclass Reconcile succeeded
5m22s 3d13h
tkg-system tkg-pkg Reconcile succeeded
67s 3d13h
tkg-system tkr-service Reconcile succeeded
9m37s 3d13h
tkg-system tkr-source-controller Reconcile succeeded
2mls 3d13h
tkg-system tkr-vsphere-resolver Reconcile succeeded
111s 3d13h

The Tanzu Kubernetes Grid management cluster is successfully deployed. You can now proceed with
configuring custom ADCs, and creating shared services and workload clusters.

Configure AKO Deployment Config (ADC) for Workload
Clusters

Tanzu Kubernetes Grid v2.3.0 management clusters with NSX Advanced Load Balancer are deployed with
the following 2 AKODeploymentConfigs:

e install-ako-for-management-cluster: default configuration for management cluster

e install-ako-for-all: default configuration for all workload clusters. By default, all the workload
clusters reference this file for their virtual IP networks and service engine (SE) groups. This ADC
configuration does not enable NSX L7 Ingress by default.

As per this Tanzu deployment, create 2 more ADCs:

e tanzu-ako-for-shared: Used by shared services cluster to deploy the virtual services in TkG
Mgmt SE Group and the loadbalancer applications in TKG Management VIP Network.

¢ tanzu-ako-for-workload-L7-ingress: Use this ADC only if you would like to enable NSX
Advanced Load Balancer L7 ingress on workload cluster. Otherwise, leave the cluster labels empty
to apply the network configuration from default ADC install-ako-for-all.
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Configure AKODeploymentConfig (ADC) for Shared Services Cluster

As per the defined architecture, shared services cluster uses the same control plane and data plane
network as the management cluster. Shared services cluster control plane endpoint uses TKG Cluster VIP
Network, application loadbalancing uses TKG Management Data VIP network and the virtual services are
deployed in sfo01m01segroup01 SE group. This configuration is enforced by creating a custom AKO
Deployment Config (ADC) and applying the respective nsxare raBeLs while deploying the shared services
cluster.

The format of the AKODeploymentConfig YAML file is as follows:

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
finalizers:
- ako-operator.networking.tkg.tanzu.vmware.com
generation: 2
name: <Unique name of AKODeploymentConfig>
spec:
adminCredentialRef:
name: nsx-alb-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: nsx-alb-controller-ca
namespace: tkg-system-networking
cloudName: <NAME OF THE CLOUD in ALB>
clusterSelector:
matchLabels:
<KEY>: <VALUE>
controlPlaneNetwork:
cidr: <TKG-Cluster-VIP-CIDR>
Name: <TKG-Cluster-VIP-Network>
controller: <NSX ALB CONTROLLER IP/FQDN>
dataNetwork:
cidr: <TKG-Mgmt-Data-VIP-CIDR>
name: <TKG-Mgmt-Data-VIP-Name>
extraConfigs:
cniPlugin: antrea
disableStaticRouteSync: true
ingress:
defaultIngressController: false
disableIngressClass: true
nodeNetworkList:
- networkName: <TKG-Mgmt-Network>

serviceEngineGroup: <Mgmt-Cluster-SEG>

The sample AKODeploymentConfig with sample values in place is as follows. You should add the
respective NSX_ALB label type=shared-services while deploying shared services cluster to enforce this
network configuration.

e cloud: sfo01w01vc0l
e service engine group: sfo01m0lsegroup0l

e Control Plane network: sfo01-w01-vds0l-tkgclustervip
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o VIP/data network: sfo01-w01-vds0l-tkgmanagementvip

¢ Node Network: sfo01-w01-vds0l-tkgmanagement

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
name: tanzu-ako-for-shared
spec:
adminCredentialRef:
name: avi-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: avi-controller-ca
namespace: tkg-system-networking
cloudName: sfo0OlwOlvcOl
clusterSelector:
matchLabels:
type: shared-services
controlPlaneNetwork:
cidr: 172.16.80.0/24
name: sfo0l-w0l-vdsOl-tkgclustervip
controller: 172.16.10.10
dataNetwork:
cidr: 172.16.80.0/24
name: sfo0l-w0l-vdsOl-tkgclustervip
extraConfigs:
cniPlugin: antrea
disableStaticRouteSync: true
ingress:
defaultIngressController: false
disablelIngressClass: true
nodeNetworkList:
- networkName: sfo0Ol-wOl-vdsOl-tkgshared

serviceEngineGroup: sfo0lmOlsegroupO1l

After you have the AKO configuration file ready, use the kubect1 command to set the context to Tanzu
Kubemetes Grid management cluster and create the ADC:

# kubectl config use-context sfol0lwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl
Switched to context "sfoOlwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl".

# kubectl apply -f ako-shared-services.yaml

akodeploymentconfig.networking.tkg.tanzu.vmware.com/tanzu-ako-for-shared created
Use the following command to list all AKODeploymentConfig created under the management cluster:

# kubectl get adc

NAME AGE
install-ako-for-all 21h
install-ako-for-management-cluster 21h
tanzu-ako-for-shared 113s

Configure AKO Deployment Config (ADC) for Workload Cluster to
Enable NSX ALB L7 Ingress with NodePortLocal Mode
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VMware recommends using NSX Advanced Load Balancer L7 ingress with NodePortLocal mode for the L7
application load balancing. This is enabled by creating a custom ADC with ingress settings enabled, and
then applying the avr raBELS while deploying the workload cluster.

As per the defined architecture, workload cluster cluster control plane endpoint uses TKG Cluster VIP
Network, application loadbalancing uses TXG Workload Data VIP network, and the virtual services are
deployed in sfo01w0lsegroup0l SE group.

Below are the changes in ADC Ingress section when compare to the default ADC.
¢ disablelngressClass: set to false to enable NSX ALB L7 Ingress.
* nodeNetworkList: Provide the values for TKG workload network name and CIDR.
e serviceType: L7 Ingress type. We recommend to use NodePortLocal.

« shardVSSize: Virtual service size.

ﬁ NSX ALB L7 Ingress feature requires Enterprise edition license. If you do not wish to
enable L7 feature/applied with ALB essentials for Tanzu license, disable the L7 feature by
setting the value disableIngressClass to true.

The format of the AKODeploymentConfig YAML file for enabling NSX ALB L7 Ingress is as follows:

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
name: <unique-name-for-adc>
spec:
adminCredentialRef:
name: NSX ALB-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: NSX ALB-controller-ca
namespace: tkg-system-networking
cloudName: <cloud name configured in nsx alb>
clusterSelector:
matchLabels:
<KEY>: <value>
controller: <ALB-Controller-IP/FQDN>
controlPlaneNetwork:
cidr: <TKG-Cluster-VIP-Network-CIDR>
name: <TKG-Cluster-VIP-Network-CIDR>
dataNetwork:
cidr: <TKG-Workload-VIP-network-CIDR>
name: <TKG-Workload-VIP-network-CIDR>
serviceEngineGroup: <Workload-Cluster-SEG>
extraConfigs:

cniPlugin: antrea

disableStaticRouteSync: false # required
ingress:
disableIngressClass: false # required
nodeNetworkList: # required

- networkName: <TKG-Workload-Network>
cidrs:
- <TKG-Workload-Network-CIDR>
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# required
# required

The AKODeploymentConfig with sample values in place is as follows. You must add the respective NSX
ALB label workload-17-enabled=true While deploying shared services cluster to enforce this network

configuration.
e cloud: sfo01w0lvcOol
e service engine group: sfo0lw0lsegroup0l
e Control Plane network: sfo01-w01-vds0l-tkgclustervip
e VIP/data network: sfo01-w01-vds0l-tkgworkloadvip

¢ Node Network: sfo01-w01-vds0l-tkgworkload

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
name: tanzu-ako-for-workload-17-ingress
spec:
adminCredentialRef:
name: NSX ALB-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: NSX ALB-controller-ca
namespace: tkg-system-networking
cloudName: sfo0OlwOlvcOl
clusterSelector:
matchLabels:
workload-17-enabled: "true"
controller: 172.16.10.10
controlPlaneNetwork:
cidr: 172.16.80.0/24
name: sfo0l-w0l-vdsOl-tkgclustervip
dataNetwork:
cidr: 172.16.70.0/24
name: sfo0l-wOl-vdsOl-tkgworkloadvip
serviceEngineGroup: sfol0lwOlsegroupOl
extraConfigs:
cniPlugin: antrea
disableStaticRouteSync: false
ingress:
disableIngressClass: false
nodeNetworkList:
- networkName: sfo0Ol-wOl-vdsOl-tkgworkload
cidrs:
- 172.16.60.0/24
serviceType: NodePortLocal
shardvSSize: MEDIUM

Use the kubect1 command to set the context to Tanzu Kubernetes Grid management cluster, and create

the ADC:

required

required

required

required

required
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# kubectl config use-context sfo0lwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl
Switched to context "sfoOlwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl".

# kubectl apply -f workload-adc-17.yaml
akodeploymentconfig.networking.tkg.tanzu.vmware.com/tanzu-ako-for-workload-17-ingress

createdmentconfig.networking.tkg.tanzu.vmware.com/tanzu-ako-for-workload-17-ingress cr

eated
Use the following command to list all AKODeploymentConfig created under the management cluster:

# kubectl get adc

NAME AGE
install-ako-for-all 22h
install-ako-for-management-cluster 22h
tanzu-ako-for-shared 82m
tanzu-ako-for-workload-17-ingress 25s

Now that you have successfully created the AKO deployment config, you need to apply the cluster labels
while deploying the workload clusters to enable NSX Advanced Load Balancer L7 Ingress with
NodePortLocal mode.

Deploy Tanzu Kubernetes Grid Shared Services Cluster

Each Tanzu Kubernetes Grid instance can have only one shared services cluster. Create a shared services
cluster if you intend to deploy Harbor.

The procedures for deploying a shared services cluster and workload cluster are almost the same. A key

difference is that for the shared service cluster you add the tanzu-services label to the shared services
cluster, as its cluster role. This label identifies the shared services cluster to the management cluster and
workload clusters.

Shared services cluster uses the custom ADC tanzu-ako-for-shared created earlier to apply the network
settings similar to the management cluster. This is enforced by applying the AVI_LABEL type:shared-
services While deploying the shared services cluster.

Deployment of the shared services cluster is done by creating a YAML file and invoking the tanzu cluster
create -f <file-name> command. The YAML file used for shared services deployment is usually a bit
smaller than the YAML used for the management cluster deployment because you don’t need to define the
AVI fields except AvI CONTROL PLANE HA PROVIDER & AVI LABELS in the YAML.

The following is a sample YAML for deploying a shared services cluster:

CLUSTER_NAME: sfo0OlwOlsharedO1l

CLUSTER_PLAN: prod

INFRASTRUCTURE_ PROVIDER: vsphere

ENABLE CEIP_PARTICIPATION: "true"

ENABLE _AUDIT_LOGGING: "true"

CLUSTER_CIDR: 100.96.0.0/11

SERVICE_CIDR: 100.64.0.0/13

VSPHERE_SERVER: sfo0lwOlvcOl.sfoOl.rainpole.local
VSPHERE_USERNAME: administrator@vsphere.local
VSPHERE PASSWORD: <encoded:Vk13YXJIMSE=>
VSPHERE DATACENTER: /sfo0lw0ldcOl
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VSPHERE_RESOURCE_POOL: /sfo0lw0ldcOl/host/sfo0lwOlvcOl/Resources/tkg-sharedsvc-compone

nts

VSPHERE_DATASTORE: /sfo0lw0ldcOl/datastore/vsanDatastore

VSPHERE_ FOLDER: /sfo0lw0ldcOl/vm/tkg-sharedsvc-components

VSPHERE NETWORK: /sfo0lw0ldcOl/network/sfo0l-w0l-vdsOl-tkgmanagement

VSPHERE_CONTROL_PLANE_ENDPOINT: #Leave blank as VIP network is configured in NSX ALB a

nd IPAM is configured with VIP network
VSPHERE _SSH AUTHORIZED KEY: ssh-rsa AAAA[...]== emailfexample.com
VSPHERE TLS THUMBPRINT: DC:FA:81:1D:CA:08:21:AB:4E:15:BD:2B:AE:12:2C:6B:CA:65:49:B8
VSPHERE INSECURE: "false"
0S_NAME: photon
0S_VERSION: "3"
OS_ARCH: amd64
VSPHERE CONTROL_ PLANE NUM CPUS: 2
VSPHERE_CONTROL_ PLANE DISK GIB: 40
VSPHERE CONTROL PLANE MEM MIB: 8192
VSPHERE_WORKER_NUM_CPUS: 2
VSPHERE_WORKER_DISK GIB: 40
VSPHERE _WORKER MEM MIB: 8192
AVI CONTROL PLANE HA PROVIDER: "true"
AVI LABELS: |
'type': 'shared-services'
TKG_CUSTOM_IMAGE REPOSITORY: "harbor-sa.lab.vmw/tkg-160"
TKG_CUSTOM_ IMAGE REPOSITORY SKIP TLS VERIFY: false
TKG_CUSTOM IMAGE REPOSITORY CA CERTIFICATE: LSOt[...]tLSOtLQ==
ENABLE MHC: true
IDENTITY MANAGEMENT_ TYPE: "none"

To create Workload Cluster, execute the following command:
tanzu cluster create --file config.yaml

Cluster creation takes approximately 15-20 minutes to complete. Verify the health of the cluster and
validate that the cluster labels are applied.

1. Connect to the Tanzu Management Cluster context and verify the cluster labels for the workload
cluster.

## verify the workload service cluster creation

tanzu cluster list

NAME NAMESPACE STATUS CONTROLPLANE WORKERS KUBERNETES
ROLES PLAN TKR

sfo0lwOltkgsharedO1l default running 3/3 3/3 v1.26.5+vmwa
re.2 <none> prod vl.26.5---vmware.2-tkg.1l

## Connect to tkg management cluster

kubectl config use-context sfol0lwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl

## Add the tanzu-services label to the shared services cluster as its cluster r
ole. In the following command "sfo0OlwOltkgshared0l" is the name of the shared s

ervice cluster

kubectl label cluster.cluster.x-k8s.io/sfo0lwOtkgshared0l cluster-role.tkg.tanz
u.vmware.com/tanzu-services="" --overwrite=true

cluster.cluster.x-k8s.io/sfo0lwOtkgshared0l labeled
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## Validate AVI LABEL applied to shared serice cluster

kubectl get cluster sfo0lwOtkgshared0l --show-labels
NAME PHASE AGE VERSION LABELS

sfo0lwOtkgsharedO1l Provisioned 105m v1l.26.5+vmware.?2 cluster-role.tk
g.tanzu.vmware.com/tanzu-services=,networking.tkg.tanzu.vmware.com/avi=tanzu-ak
o-for-shared, tanzuKubernetesRelease=v1l.26.5---vmware.2-tkg.1l,tkg.tanzu.vmware.c

om/cluster-name=sfo0lwOtkgshared0l, type=shared-services

2. Connect to admin context of the workload cluster by using the following commands and validate the
ako pod status:

## Use the following command to get the admin context of workload Cluster.
tanzu cluster kubeconfig get sfo0lwOtkgshared0l --admin

Credentials of cluster 'sfo0OlwOtkgsharedOl' have been saved
You can now access the cluster by running 'kubectl config use-context sfo0lwOtk
gshared0l-admin@sfo0lwOtkgsharedO01l"'

## Use the following command to use the context of workload Cluster
kubectl config use-context sfol0lwOtkgsharedOl-admin@sfo0lwOtkgsharedOl
Switched to context "sfoOlwOtkgshared0l-admin@sfoOlwOtkgsharedO1l".

# Verify that ako pod gets deployed in avi-system namespace

kubectl get pods -n avi-system
NAME READY STATUS RESTARTS AGE
ako-0 1/1 Running 0 73m

# verify the nodes and pods status by running the command:
kubectl get nodes -o wide

kubectl get pods -A

Now the shared services cluster is successfully created.

Deploy Tanzu Kubernetes Grid Workload Cluster

Deployment of the workload cluster is done using a YAML similar to the shared services cluster YAML but
customized for the workload cluster placement objects.

The following is a sample YAML for deploying the workload cluster:

CLUSTER_NAME: sfo0OlwOlworkloadOl

CLUSTER_PLAN: prod

INFRASTRUCTURE_PROVIDER: vsphere

ENABLE _CEIP_PARTICIPATION: "true"
ENABLE AUDIT LOGGING: "true"

CLUSTER_CIDR: 100.96.0.0/11

SERVICE CIDR: 100.64.0.0/13

VSPHERE_SERVER: sfo0lwOlvcOl.sfoOl.rainpole.local
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VSPHERE_USERNAME: administrator@vsphere.local
VSPHERE PASSWORD: <encoded:Vk13YXJIMSE=>
VSPHERE DATACENTER: /tkgm-internet-dcl
VSPHERE_RESOURCE_POOL: /sfo0lw0ldcOl/host/sfo0lwOlvcOl/Resources/tkg-workloadOl-compon
ents
VSPHERE DATASTORE: /sfo0lw0ldcOl/datastore/vsanDatastore
VSPHERE FOLDER: /sfo0lw0ldcOl/vm/tkg-workloadOl-components
VSPHERE_NETWORK: /sfo0lw0ldc0Ol/network/sfo0l-w0l-vdsOl-tkgworkload
VSPHERE_CONTROL_PLANE_ENDPOINT: #Leave blank as VIP network is configured in NSX ALB a
nd IPAM is configured with VIP network
VSPHERE _SSH AUTHORIZED KEY: ssh-rsa AAAA[...]== emaillexample.com
VSPHERE TLS THUMBPRINT: DC:FA:81:1D:CA:08:21:AB:4E:15:BD:2B:AE:12:2C:6B:CA:65:49:B8
VSPHERE _INSECURE: "false"
O0S_NAME: photon
0S_VERSION: "3"
OS_ARCH: amd64
VSPHERE_CONTROL_PLANE_NUM_CPUS: 2
VSPHERE_CONTROL_PLANE DISK _GIB: 40
VSPHERE_CONTROL_PLANE MEM MIB: 8192
VSPHERE WORKER NUM CPUS: 2
VSPHERE WORKER DISK GIB: 40
VSPHERE WORKER MEM MIB: 8192
AVI CONTROL PLANE HA PROVIDER: "true"
AVI LABELS: |
'workload-17-enabled': 'true'
TKG_CUSTOM_IMAGE_REPOSITORY: "harbor-sa.lab.vmw/tkg-160"
TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY: false
TKG_CUSTOM_ IMAGE REPOSITORY CA CERTIFICATE: LSOt[...]tLSOtLQ==
ENABLE MHC: true
IDENTITY MANAGEMENT_TYPE: "none"

To create Workload Cluster, execute the following command:

tanzu cluster create --file config.yaml
Cluster creation roughly takes 15-20 minutes to complete. Verify the health of the cluster and apply the
labels.

ﬁ Once the Workload cluster is created, verify the cluster labels and ako pod status.

1. Connect to the Tanzu Management Cluster context and verify the cluster labels for the workload
cluster.

## verify the workload service cluster creation

tanzu cluster list
NAME NAMESPACE STATUS CONTROLPLANE WORKERS KUBERNETES
ROLES PLAN TKR

sfo0lwOlshared0O1 default running 3/3 3/3 v1.26.5+vmwa
re.2 <none> prod vl.26.5---vmware.2-tkg.1l
sfoO0lwOlworkload0l default running 3/3 3/3 v1.26.5+vmwa

re.2 <none> prod vl.26.5---vmware.2-tkg.1l
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kubectl config use-context sfo0lwlOlvcOl-admin@sfoOlw0OlvcO1l

## Validate that TMC has applied the AVI LABEL while deploying the cluster

kubectl get cluster sfoOlwOlworkloadOl --show-labels

NAME PHASE AGE VERSION LABELS
sfo0lwOlworkloadO1l Provisioned 105m networking.tkg.tanzu.vmwar
e.com/avi=tanzu-ako-for-workload-17-ingress, tanzuKubernetesRelease=v1.249---vmw

are.l-tkg.1l,tkg.tanzu.vmware.com/cluster-name=sfo0lw0lworkload0Ol,workload-17-en
abled=true

2. Connect to admin context of the workload cluster by using the following commands and validate the
ako pod status.

## Use the following command to get the admin context of workload Cluster.
tanzu cluster kubeconfig get sfo0OlwOlworkloadOl --admin

Credentials of cluster 'sfoOlwOlworkloadOl' have been saved

You can now access the cluster by running 'kubectl config use-context sfol0lwOlw
orkload0l-admin@sfo0lwOlworkloadOl'

## Use the following command to use the context of workload Cluster
kubectl config use-context sfol0lwOlworkloadOl-admin@sfo0OlwOlworkloadOl
Switched to context "sfoOlwOlworkloadOl-admin@sfoOlwOlworkloadOl".

# Verify that ako pod gets deployed in avi-system namespace

kubectl get pods -n avi-system

NAME READY STATUS RESTARTS AGE

ako-0 1/1 Running 0 73m

# verify the nodes and pods status by running the command:
kubectl get nodes -o wide

kubectl get pods -A

You can see that the workload cluster is successfully deployed and the AKO pod is deployed on the cluster.
You can now deploy user-managed packages on this cluster.

Deploy User-Managed Packages

User-managed packages are installed after workload cluster creation. These packages extend the core
functionality of Kubernetes clusters created by Tanzu Kubernetes Grid.

Tanzu Kubernetes Grid includes the following user-managed packages. These packages provide in-cluster
and shared services to the Kubernetes clusters that are running in your Tanzu Kubernetes Grid
environment. For more information, see Installing and Managing Packages with the Tanzu CLI .

With TKG v2.3, the Tanzu Standard package repository is versioned and distributed separately from TKG,
and its versioning is based on a date stamp. For TKG v2.3, the latest compatible Tanzu Standard repository
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version is v2023.7.13

Function Package Location

Certificate Management Cert Manager Workload and shared services cluster

Container networking Multus Workload cluster
Container registry Harbor Shared services cluster
Ingress control Contour Workload and shared services cluster
Log forwarding Fluent Bit Workload cluster
Monitoring Grafana Workload cluster
Prometheus

User-managed packages can be installed via CLI by invoking the tanzu package install command.
Before installing the user-managed packages, ensure that you have switched to the context of the cluster
where you want to install the packages.

Also, ensure that the tanzu-standard repository is configured on the cluster where you want to install the
packages.

You can run the command tanzu package repository list -A to verify this. Also, ensure that the
repository status is Reconcile succeeded.

# Add Private Registry to the workload Cluster

tanzu package repository add tanzu-standard --url harbor.sfoOl.rainpole.vmw/tkgm-image

s/packages/standard/repo -n tkg-system

# tanzu package repository list -A

NAMESPACE
STATUS
tkg-system

andard/repo

NAME SOURCE

tanzu-standard (imgpkqg)

Reconcile succeeded

#tanzu package available list -A

NAMESPACE
tkg-system
tkg-system
tkg-system
ook
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system

NAME
cert-manager.tanzu.vmware.com
contour.tanzu.vmware.com

external-csi-snapshot-webhook.tanzu.vmware.com

external-dns.tanzu.vmware.com
fluent-bit.tanzu.vmware.com
fluxcd-helm-controller.tanzu.vmware.com
fluxcd-kustomize-controller.tanzu.vmware.com
fluxcd-source-controller.tanzu.vmware.com
grafana.tanzu.vmware.com
harbor.tanzu.vmware.com
multus-cni.tanzu.vmware.com
prometheus.tanzu.vmware.com

whereabouts.tanzu.vmware.com

Install Cert Manager

harbor.sfo0l.rainpole.vmw/tkgm-images/packages/st

DISPLAY-NAME
cert-manager
contour

external-csi-snapshot-webh

external-dns

fluent-bit

Flux Helm Controller

Flux Kustomize Controller
Flux Source Controller
grafana

harbor

multus-cni

prometheus

whereabouts
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The first package that you should install on your cluster is the cert-manager package which adds

certificates and certificate issuers as resource types in Kuberetes clusters and simplifies the process of

obtaining, renewing and using those certificates.

1.

2.

Capture the available Cert Manager package versions.

# tanzu package available list

NAMESPACE

tkg-system

NAME

cert-manager.tanzu.

8:00:00 +0000 UTC

tkg-system

cert-manager.tanzu.

8:00:00 +0000 UTC

tkg-system

cert-manager.tanzu.

2:00:00 +0000 UTC

tkg-system

cert-manager.tanzu.

7:22:51 40000 UTC

tkg-system

cert-manager.tanzu.

7:22:51 +0000 UTC

tkg-system

cert-manager.tanzu.

7:22:51 +0000 UTC

tkg-system

cert-manager.tanzu.

7:22:51 40000 UTC

tkg-system

cert-manager.tanzu.

2:00:00 +0000 UTC

tkg-system

cert-manager.tanzu.

2:00:00 +0000 UTC

tkg-system

cert-manager.tanzu.

2:00:00 +0000 UTC

Install the cert-manager package.

cert-manager.tanzu.vmware.com -A

vmware.

vmware.

vmware.

vmware.

vmware.

vmware.

vmware.

vmware.

vmware.

vmware.

com

com

com

com

com

com

com

com

com

com

VERSION

1.1.0+vmware

1.1.0+vmware

l1.11.1+vmware.l-tkg.1l

1.5.3+vmware

1.5.3+vmware.

1.5.3+vmware

1.5.3+vmware.

1.7.2+vmware.

1.7.2+vmware

1.7.2+vmware.

.1-tkg.2

.2-tkg.1

.2-tkg.1

4-tkg.1

.7-tkg.1

.3-tkg.1

7-tkg.3

1-tkg.1

3-tkg.3

RELEASED-AT
2020-11-24 1

2020-11-24 1

2023-01-11 1

2021-08-23 1

2021-08-23 1

2021-08-23 1

2021-08-23 1

2021-10-29 1

2021-10-29 1

2021-10-29 1

Capture the latest version from the previous command, if there are multiple versions available,
check the RELEASED-AT to collect the version of the latest one. This document uses the version
1.7.2+vmware.3-tkg.3 for installation.

The following command installs the cert-manager package:

tanzu package install cert-manager

mespace cert-manager-package --version <AVAILABLE-PACKAGE-VERSION>

# tanzu package install cert-manager

namespace

8:05:31AM:
8:05:31AM:

er-role'

8:05:31AM:

C

ert-manager-package

Creating service account

Creating cluster admin role

--version 1.7.2+vmware.3-tkg.3

'cert-manager-cert-manager-package-clust

Creating cluster role binding

ster-rolebinding'

8:

©® 0 o o

05:
:05:
:05:
JOISE
JOISE

31AM:
31AM:
31AM:
31AM:
32AM:

a

Creating overlay secrets

'cert-manager-cert-manager-package-clu

Creating package install resource

Waiting for PackageInstall reconciliation for

Fetch started (ls ago)

Fetching

piVersion: vendir.kl4s.io/vlalphal

directories:

contents:

- imgpkgBundle:

--package cert-manager.tanzu.vmware.com --na

--package cert-manager.tanzu.vmware.com --

'cert-manager-cert-manager-package-sa'

'cert-manager'
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| image: harbor.sfo0Ol.rainpole.vmw/tkgm-images/packages/standard/
repo@sha256:cac4e2d8a3e98bel21a86e687b57d8058dba5f0ba240£3db5008bc85e5ac04ct

| path:
| path: "0O"
| kind: LockConfig

|
8:05:32AM: Fetch succeeded
8:05:33AM: Template succeeded (ls ago)

3. Confirm that the cert-manager package has been installed successfully and the status is

Reconcile succeeded.

1# tanzu package installed get cert-manager -n cert-manager-package

NAME : cert-manager

PACKAGE-NAME: cert-manager.tanzu.vmware.com
PACKAGE-VERSION: 1.7.2+vmware.3-tkg.3

STATUS: Reconcile succeeded
CONDITIONS: [{ReconcileSucceeded True }]

USEFUL-ERROR-MESSAGE:

Install Contour

Contour is an open-source Kubernetes ingress controller providing the control plane for the Envoy edge and

service proxy. Tanzu Kubernetes Grid includes signed binaries for Contour and Envoy, which you can

deploy into workload clusters to provide ingress control services in those clusters.

After you have set up the cluster, you must first create the configuration file that is used when you install

the Contour package and then install the package.

Package installation can be customized by entering the user-configurable values in YAML format. Following

is an example YAML for customizing Contour installation.

infrastructure provider: vsphere
namespace: tanzu-system-ingress
contour:
configFileContents: {}
useProxyProtocol: false
replicas: 2
pspNames: "vmware-system-restricted"
loglevel: info
envoy:
service:
type: LoadBalancer
annotations: {}
nodePorts:
http: null
https: null
externalTrafficPolicy: Cluster
disableWait: false
hostPorts:
enable: true
http: 80
https: 443
hostNetwork: false
terminationGracePeriodSeconds: 300

logLevel: info
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pspNames: null

certificates:
duration: 8760h
renewBefore: 360h

For a full list of user-configurable values, see Configure the Contour Extension.

1.

2.

Capture the available Contour package versions.

# tanzu package available list contour.tanzu.vmware.com -A

NAME VERSION RELEASED-AT
contour.tanzu.vmware.com 1.24.4+vmware.l-tkg.1l 2023-04-28 00:00:00 +0000 UTC

Capture the latest version from the previous command. If there are multiple versions available,
check the RELEASED-AT to collect the version of the latest one. This document make use of
version 1.24.4+vmware.1-tkg.1 for installation.

Install the Contour package.

tanzu package install contour --package contour.tanzu.vmware.com --version <AVA
ILABLE-PACKAGE-VERSION> --values-file <path to contour-data-values.yaml> --name

space tanzu-contour-ingress

# kubectl create namespace tanzu-system-ingress
# kubectl create namespace tanzu-contour-ingress
# tanzu package install contour --package contour.tanzu.vmware.com --version 1.
24 .4+vmware.l-tkg.l --values-file contour-data-values.yaml --namespace tanzu-co

ntour-ingress

8:12:04AM: Creating service account 'contour-tanzu-contour-ingress-sa'
8:12:04AM: Creating cluster admin role 'contour-tanzu-contour-ingress-cluster-r
ole'

8:12:04AM: Creating cluster role binding 'contour-tanzu-contour-ingress-cluster

-rolebinding'

8:12:04AM: Creating secret 'contour-tanzu-contour-ingress-values'
8:12:04AM: Creating overlay secrets

8:12:04AM: Creating package install resource

8:12:04AM: Waiting for PackageInstall reconciliation for 'contour'
8:12:04AM: Fetch started (ls ago)

8:12:05AM: Fetching

| apiVersion: vendir.kl4s.io/vlalphal

| directories:

| - contents:

| - imgpkgBundle:

| image: harbor.sfoOl.rainpole.vmw/tkgm-images/packages/standard/
repo@sha256:20db584c146086a789ab29e3e£d24a8b406054a945607322abd134£38c603013

| path:

| path: "0O"

| kind: LockConfig

|
8:12:05AM: Fetch succeeded
8:12:06AM: Template succeeded

3. Confirm that the Contour package has been installed and the status is Reconcile succeeded.
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# tanzu package installed get contour --namespace tanzu-contour-ingress
NAME : contour

PACKAGE-NAME : contour.tanzu.vmware.com

PACKAGE-VERSION: 1.22.3+vmware.l-tkg.1l

STATUS: Reconcile succeeded

CONDITIONS: [{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:

Install Harbor

Harbor is an open-source container registry. Harbor Registry may be used as a private registry for container
images that you want to deploy to Tanzu Kubernetes clusters.

Tanzu Kubernetes Grid includes signed binaries for Harbor, which you can deploy into:
¢ A workload cluster to provide container registry services for that clusters

¢ Ashared services cluster to provide container registry services for other Tanzu Kubernetes
(workload) clusters.

When deployed as a shared service, Harbor is available to all of the workload clusters in a given Tanzu
Kubernetes Grid instance.

Perform the following procedure to deploy Harbor into a workload cluster or a shared services cluster:

1. Confirm that the Harbor package is available in the cluster and retrieve the version of the available
package.

# tanzu package available list harbor.tanzu.vmware.com -A
- Retrieving package versions for harbor.tanzu.vmware.com...

NNAME VERSION RELEASED-AT
harbor.tanzu.vmware.com 2.8.2+vmware.2-tkg.1l 2023-06-08 10:18:00 +0000 UTC

2. Create a configuration file named harbor-data-values.yaml by executing the following
commands:

image url=$ (kubectl -n tkg-system get packages harbor.tanzu.vmware.com.2.8.2+vm

ware.2-tkg.l -o jsonpath='{.spec.template.spec.fetch[0].imgpkgBundle.image}")

imgpkg pull -b $image url -o /tmp/harbor-package --registry-ca-cert-path /etc/d

ocker/certs.d/harbor.tanzu.lab/ca.crt

cp /tmp/harbor-package/config/values.yaml harbor-data-values.yaml
3. Set the mandatory passwords and secrets in the harbor-data-values.yaml file.

bash /tmp/harbor-package/config/scripts/generate-passwords.sh harbor-data-value

s.yaml

4. Edit the harbor-data-values.yaml file and configure the values for the following mandatory
parameters.

©o namespace
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o port
o harborAdminPassword
o secretKey

You can also change the values for other parameters to meet the requirements for your
deployment. For the full list of the user-configurable values, see Deploy Harbor into a Cluster.

5. Remove the comments in the harbor-data-values.yaml file.

yqg -i eval '... comments=""' harbor-data-values.yaml
6. Install the Harbor package by executing the following command:

kubectl create namespace tanzu-system-registry

#

# kubectl create namespace tanzu-harbor-registry

# tanzu package install harbor --package-name harbor.tanzu.vmware.com --version
2.8.2+vmware.2-tkg.l --values-file harbor-data-values.yaml --namespace tanzu-ha

rbor-registry

8:01:14AM: Creating service account 'harbor-tanzu-system-registry-sa'
8:01:14AM: Creating cluster admin role 'harbor-tanzu-system-registry-cluster-r
ole'
8:01:15AM: Creating cluster role binding 'harbor-tanzu-system-registry-cluster
-rolebinding'
8:01:15AM: Creating secret 'harbor-tanzu-system-registry-values'
:01:15AM: Creating overlay secrets
:01:15AM: Creating package install resource
:01:15AM: Waiting for PackageInstall reconciliation for 'harbor'
:01:15AM: Fetch started (6s ago)

o 0 0 0o

| 8:04:50AM: L ongoing: waiting on pod/harbor-registry-78c99df744-v8ps
j (vl) namespace: tanzu-system-registry

| 8:04:50AM: ~ Condition Ready 1is not True (False)

| 8:04:52AM: ok: reconcile deployment/harbor-registry (apps/vl) namespa
ce: tanzu-system-registry

| 8:04:52AM: ---- applying complete [50/50 done] ----
| 8:04:52AM: ---- waiting complete [50/50 done] ----
| Succeeded

8:04:52AM: Deploy succeeded

7. Confirm that the Harbor package has been installed and the status is Reconcile succeeded.

# tanzu package installed get harbor --namespace tanzu-system-registry
NAME : harbor

PACKAGE-NAME : harbor.tanzu.vmware.com

PACKAGE-VERSION: 2.8.2+vmware.2-tkg.1l

STATUS: Reconcile succeeded

CONDITIONS: [{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:

Install Prometheus

Prometheus is a system and service monitoring system. It collects metrics from configured targets at given
intervals, evaluates rule expressions, displays the results, and can trigger alerts if some condition is
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observed to be true. Alertmanager handles alerts generated by Prometheus and routes them to their
receiving endpoints.

Do the following to deploy Prometheus into a workload cluster:

1. Capture the available Prometheus version.

# tanzu package available list prometheus.tanzu.vmware.com -A

NAME VERSION RELEASED-AT
prometheus.tanzu.vmware.com 2.27.0+vmware.l-tkg.l 2021-05-12 18:00:00 +0000 U
TC

prometheus.tanzu.vmware.com 2.27.0+vmware.2-tkg.1l 2021-05-12 18:00:00 +0000 U
TC

prometheus.tanzu.vmware.com 2.36.2+vmware.l-tkg.l 2022-06-23 18:00:00 +0000 U
TC

prometheus.tanzu.vmware.com 2.37.0+vmware.l-tkg.1l 2022-10-25 18:00:00 +0000 U
TC

prometheus.tanzu.vmware.com 2.37.0+vmware.2-tkg.1l 2022-10-25 18:00:00 +0000 U
TC

prometheus.tanzu.vmware.com 2.37.0+vmware.3-tkg.1l 2022-10-25 18:00:00 +0000 U
TC

prometheus.tanzu.vmware.com 2.43.0+vmware.2-tkg.l 2023-03-21 18:00:00 +0000 U
TC

Capture the latest version from the previous command. If there are multiple versions available,
check the RELEASED-AT to collect the version of the latest one. This document uses the version
2.43.0+vmware.2-tkg. 1 for installation.

2. Retrieve the template of the Prometheus package’s default configuration:

image url=$ (kubectl -n tkg-system get packages prometheus.tanzu.vmware.com.2.4
3.0+vmware.2-tkg.l -o jsonpath='{.spec.template.spec.fetch[0].imgpkgBundle.imag
el")

imgpkg pull -b $image url -o /tmp/prometheus-package-2.43.0+vmware.2-tkg.l--reg

istry-ca-cert-path /etc/docker/certs.d/harbor.tanzu.lab/ca.crt

cp /tmp/prometheus-package-2.43.0+vmware.2-tkg.l/config/values.yaml prometheus-

data-values.yaml

This creates a configuration file named prometheus-data-values.yaml that you can modify.
3. To customize the Prometheus installation, modify the following values:

Key Default Value Modified value

Ingress.tlsCertificate.tls.crt Null
9 Note: This is optional.

ingress.tisCertificate.tls.key Null . . .
Cert Key provided in Input file.
Note: This is optional.

ingress.enabled false true

ingress.virtual_host_fqdn prometheus.system.tanzu prometheus.your-domain
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To see a full list of user configurable configuration parameters, see Prometheus Package
Configuration Parameters.

4. After you make the necessary changes to your prometheus-data-values.yaml file, remove all
comments in the file:

yq -i eval '... comments=""' prometheus-data-values.yaml
5. Install the Prometheus package.

# kubectl create namespace tanzu-system-monitoring

# kubectl create namespace tanzu-prometheus-monitoring

# tanzu package install prometheus --package-name prometheus.tanzu.vmware.com -
-version 2.43.0+vmware.2-tkg.l --values-file prometheus-data-values.yaml --name

space tanzu-prometheus-monitoring

8:20:09AM: Creating service account 'prometheus-tanzu-system-monitoring-sa'
8:20:09AM: Creating cluster admin role 'prometheus-tanzu-system-monitoring-clus
ter-role'

8:20:09AM: Creating cluster role binding 'prometheus-tanzu-system-monitoring-cl
uster-rolebinding'

8:20:09AM: Creating secret 'prometheus-tanzu-system-monitoring-values'
8:20:09AM: Creating overlay secrets

8:20:09AM: Creating package install resource

8:20:09AM: Waiting for PackageInstall reconciliation for 'prometheus'

| 8:22:02AM: L ok: waiting on replicaset/alertmanager-56f6ccfc64 (app
s/v1l) namespace: tanzu-system-monitoring

| 8:22:02AM: L ok: waiting on pod/alertmanager-56f6ccfc64-h5t19 (vl) n
amespace: tanzu-system-monitoring

| 8:22:03AM: ok: reconcile deployment/alertmanager (apps/vl) namespace:
tanzu-system-monitoring

| 8:22:03AM: ---- waiting on 1 changes [35/36 done] ----

| 8:22:23AM: ok: reconcile deployment/prometheus-server (apps/vl) names

pace: tanzu-system-monitoring

| 8:22:23AM: ---- applying complete [36/36 done] ----
| 8:22:23AM: ---- waiting complete [36/36 done] ----
| Succeeded

8:22:23AM: Deploy succeeded (ls ago)

6. Confirm that the Prometheus package has been installed successfully and the status is Reconcile

succeeded.

# tanzu package installed get prometheus -n tanzu-prometheus-monitoring

NAME : prometheus

PACKAGE-NAME: prometheus.tanzu.vmware.com
PACKAGE-VERSION: 2.43.0+vmware.2-tkg.1

STATUS: Reconcile succeeded
CONDITIONS: [{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:

Install Grafana

Grafana allows you to query, visualize, alert on, and explore metrics irrespective of their storage location.
Grafana provides tools to form graphs and visualizations from application data.
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ﬁ Grafana is configured with Prometheus as a default data source. If you have customized

the Prometheus deployment namespace and it is not deployed in the default namespace,
tanzu-system-monitoring, you need to change the Grafana data source configuration in
the following code.

1. Retrieve the version of the available package.

# tanzu package available list grafana.tanzu.vmware.com -A

NAME VERSION RELEASED-AT

grafana.tanzu.vmware.com 7.5.l6+vmware.l-tkg.1l 2022-05-19 18:00:00 +0000 UTC
.17+vmware.l-tkg.2 2022-05-19 18:00:00 +0000 UTC
.7+vmware.l-tkg.1 2021-05-19 18:00:00 +0000 UTC
.7+vmware.2-tkg.1 2021-05-19 18:00:00 +0000 UTC
.l+vmware.2-tkg.1 2022-05-19 18:00:00 +0000 UTC

grafana.tanzu.vmware.com
grafana.tanzu.vmware.com

7

7.
grafana.tanzu.vmware.com 7
9

o o o »

grafana .tanzu.vmware.com

Capture the latest version from the previous command. If there are multiple versions available,
check the RELEASED-AT to collect the version of the latest one. This document uses the version
9.5.1+vmware.2-tkg.1 for installation.

2. Retrieve the template of the Grafana package’s default configuration.

image url=$ (kubectl -n tkg-system get packages grafana.tanzu.vmware.com.9.5.1+v
mware.2-tkg.l -o jsonpath='{.spec.template.spec.fetch[0].imgpkgBundle.image}"')

imgpkg pull -b $image url -o /tmp/grafana-package-9.5.l+vmware.2-tkg.l --regist

ry-ca-cert-path /etc/docker/certs.d/harbor.tanzu.lab/ca.crt

cp /tmp/grafana-package-9.5.1l+vmware.2-tkg.1l/config/values.yaml grafana-data-va

lues.yaml

This creates a configuration file named grafana-data-values.yaml that you can modify. For a full
list of user-configurable values, see Grafana Package Configuration Parameters.

3. Edit grafana-data-values.yaml and replace the following with your custom values.

Key Default Value Modified value

secret.admin_password Null Your password in Base64 encoded format.
grafana.service.type LoadBalancer NodePort

ingress.virtual_host_fqdn grafana.system.tanzu User-Provided FQDN from Input file.
ingress.tisCertificate.tls.crt Null Full chain cert provided in Input file.
ingress.tlsCertificate.tls.key Null Full chain cert provided in Input file.

4. (Optional) Modify the Grafana data source configuration.

Grafana is configured with Prometheus as a default data source. If you have customized the
Prometheus deployment namespace and it is not deployed in the default namespace, tanzu-
system-monitoring, you need to change the Grafana data source configuration in grafana-data-

values.yaml.
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datasources:
- name: Prometheus
type: prometheus
url: prometheus-server.<change-to-prometheus-namespace>.svc.cluster.1l

ocal
5. Remove all comments from grafana-data-values.yaml file.

yq -i eval '... comments=""' grafana-data-values.yaml
6. Install Grafana.

# kubectl create namespace tanzu-system-dashboards
# kubectl create namespace tanzu-grafana-dashboards
# tanzu package install grafana --package-name grafana.tanzu.vmware.com --vers
ion 9.5.1l+vmware.2-tkg.l --values-file grafana-data-values.yaml --namespace tan

zu-grafana-dashboards

8:12:41AM: Creating service account 'grafana-tanzu-system-dashboards-sa'
8:12:42AM: Creating cluster admin role 'grafana-tanzu-system-dashboards-cluster
-role'
8:12:42AM: Creating cluster role binding 'grafana-tanzu-system-dashboards-clust
er-rolebinding'
8:12:42AM: Creating secret 'grafana-tanzu-system-dashboards-values'
8:12:42AM: Creating overlay secrets
8:12:42AM: Creating package install resource
8:12:42AM: Waiting for PackageInstall reconciliation for 'grafana'

| 8:14:19AM: ongoing: reconcile deployment/grafana (apps/vl) namespace:
tanzu-system-dashboards

| 8:14:19AM: A Waiting for 1 unavailable replicas

| 8:14:19AM: L ok: waiting on replicaset/grafana-58656c5f9b (apps/vl)
namespace: tanzu-system-dashboards

| 8:14:19AM: L ongoing: waiting on pod/grafana-58656c5f9b-mjphv (vl) n
amespace: tanzu-system-dashboards

| 8:14:19AM: ~ Condition Ready is not True (False)

| 8:14:31AM: ok: reconcile deployment/grafana (apps/v1l) namespace: tanz

u-system-dashboards

| 8:14:31AM: ---- applying complete [18/18 done] ----
| 8:14:31AM: ---- waiting complete [18/18 done] ----
| Succeeded

8:14:31AM: Deploy succeeded

7. Confirm that the Grafana package has been installed and the status is Reconcile succeeded.

# tanzu package installed get grafana -n tanzu-grafana-dashboards

NAME : grafana

PACKAGE-NAME: grafana.tanzu.vmware.com
PACKAGE-VERSION: 9.5.1l+vmware.2-tkg.1

STATUS: Reconcile succeeded
CONDITIONS: [{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:

Install Fluent Bit
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Fluent Bit is a lightweight log processor and forwarder that allows you to collect data and logs from different
sources, unify them, and send them to multiple destinations.

The current release of Fluent Bit allows you to gather logs from management clusters or Tanzu Kubernetes
clusters running in vSphere, Amazon EC2, and Azure. You can then forward them to a log storage provider
such as Elastic Search, Kafka, Splunk, or an HTTP endpoint.

The example shown in this document uses HTTP endpoint vRealize Log Insight for forwarding logs from

Tanzu Kubernetes clusters.

1. Retrieve the version of the available package.

# tanzu package available list fluent-bit.tanzu.vmware.com -A

NAME

fluent-bit.

TC

fluent-bit.

TC

fluent-bit.

TC

fluent-bit.

TC

fluent-bit.

TC

tanzu.

tanzu.

tanzu.

tanzu.

tanzu.

vmware.

vmware.

vmware.

vmware.

vmware.

com

com

com

com

com

VERSION
1.7.5+vmware.l-tkg.1

1.7.5+vmware.2-tkg.1

1.8.15+vmware.l-tkg.1l

1.9.5+vmware.l-tkg.2

2.1.2+vmware.l-tkg.1

RELEASED-AT
2021-05-13

2021-05-13

2022-05-24

2022=06-23

2022-06-23

18:

18:

18:

18:

18:

00:

00:

00:

00:

00:

00

00

00

00

00

+0000

+0000

+0000

+0000

+0000

Capture the latest version from the previous command. If there are multiple versions available,
check the RELEASED-AT to collect the version of the latest one. This document uses the version
2.1.2+vmware.1-tkg.1 for installation.

2. Retrieve the template of the Fluent Bit package’s default configuration.

image_url=$ (kubectl -n tkg-system get packages fluent-bit.tanzu.vmware.com.2.1.

2+vmware.l-

el')

imgpkg pull -b $image url -o /tmp/fluent-bit-2.1.2+vmware.l-tkg.l --registry-ca

tkg.1

-0 jsonpath='{.spec.template.spec.fetch[0].imgpkgBundle.imag

-cert-path /etc/docker/certs.d/harbor.tanzu.lab/ca.crt

cp /tmp/fluent-bit-2.1.2+vmware.l-tkg.1l/config/values.yaml fluentbit-data-value

s.yaml

3. Modify the resulting f1uentbit-data-values.yaml file and configure the endpoint as per your
requirement. A sample endpoint configuration for sending logs to vRealize Log Insight Cloud over

HTTP is shown in the following example.

[OUTPUT]

Name
Match
Host
Port
Mode

Syslog Format

Syslog Hostname key

Syslog Appname_ key

Syslog Procid key

Syslog Message key

syslog

*

vrli.lab.vmw
514

udp

rfc5424

tkg cluster
pod name
container_name

message
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Syslog SD_key k8s

Syslog SD_key labels
Syslog SD_key annotations
Syslog SD_key tkg

4. Deploy Fluent Bit.

# kubectl create namespace tanzu-system-logging

# kubectl create namespace tanzu-fluent-bit-logging

tanzu package install fluent-bit --package-name fluent-bit.tanzu.vmware.com --

version 2.1.2+vmware

.1-tkg.l --namespace tanzu-fluent-bit-logging --values-file

fluent-bit-data-values.yaml

e e jumie

Creating service

i Creating cluster
-

i Creating cluster
olebinding'

i Creating package
i

i 'PackageInstall’
i 'PackageInstall’
i

Installing package 'fluent-bit.tanzu.vmware.com'

Getting package metadata for 'fluent-bit.tanzu.vmware.com'

account 'fluent-bit-tanzu-fluent-bit-logging-sa'

admin role 'fluent-bit-tanzu-fluent-bit-logging-cluster-rol

role binding 'fluent-bit-tanzu-fluent-bit-logging-cluster-r

resource

Waiting for 'PackageInstall' reconciliation for 'fluent-bit'

resource install status: Reconciling
resource install status: ReconcileSucceeded

Added installed package 'fluent-bit'

5. Confirm that the Fluent Bit package has been installed and the status is Reconcile succeeded.

# tanzu package installed get fluent-bit --namespace tanzu-fluent-bit-logging

NAME :
PACKAGE-NAME :
PACKAGE-VERSION:
STATUS:
CONDITIONS:

fluent-bit
fluent-bit.tanzu.vmware.com
2.1.2+vmware.l-tkg.1l
Reconcile succeeded

[{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:
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VMware Tanzu Kubernetes Grid on vSphere
with NSX-T Networking in Air-Gapped
Environment Reference Design

VMware Tanzu Kubernetes Grid (informally known as TKG) (multi-cloud) provides organizations with a
consistent, upstream-compatible, regional Kubermnetes substrate that is ready for end-user workloads and
ecosystem integrations.

An air-gapped environment is a network security measure employed to ensure a computer or computer
network is secure by physically isolating it from unsecured networks, such as the public Internet or an
unsecured local area network. This means a computer or network is disconnected from all other systems.

This document lays out a reference design for deploying Tanzu Kubernetes Grid (informally known as TKG)
on NSX-T Data Center Networking in an air-gapped environment and offers a high-level overview of the
different components required for setting up a Tanzu Kubernetes Grid environment.

Supported Component Matrix

The following table provides the component versions and interoperability matrix supported with the reference
design:

Software Components Version
Tanzu Kubernetes Grid 2.3.0

VMware vSphere ESXi 8.0 U1 or later
VMware vCenter Server 8.0 U1 or later
VMware NSX 4.1.0.2

For the latest interoperability information about other VMware products and versions, see the VMware
Interoperability Matrix.

Components

The following components are used in the reference architecture:

¢ Tanzu Kubernetes Grid (TKG) - Enables creation and lifecycle management of Kubernetes
clusters.

¢ NSX Advanced Load Balancer Enterprise Edition - Provides layer 4 service type load balancer
and layer 7 ingress support.
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Tanzu User-Managed Packages: User-managed packages are distributed through package
repositories. The tanzu-standard package repository includes the following user-managed

packages:

o

Cert Manager - Provides automated certificate management. It runs by default in
management clusters.

Contour - Provides layer 7 ingress control to deployed HTTP(S) applications. Tanzu
Kubernetes Grid includes signed binaries for Contour. Deploying Contour is a prerequisite
for deploying Prometheus, Grafana, and Harbor extensions.

Fluent Bit - Collects data and logs from different sources, unifies them, and sends them to
multiple destinations. Tanzu Kubemetes Grid includes signed binaries for Fluent Bit.

Prometheus - Provides out-of-the-box health monitoring of Kubernetes clusters. The Tanzu
Kubernetes Grid implementation of Prometheus includes an Alert Manager. You can
configure Alert Manager to notify you when certain events occur.

Grafana - Provides monitoring dashboards for displaying key health metrics of Kubernetes
clusters. Tanzu Kubemetes Grid includes an implementation of Grafana.

Harbor Image Registry - Provides a centralized location to push, pull, store, and scan
container images used in Kubemetes workloads. It supports storing artifacts and includes
enterprise-grade features such as RBAC, retention policies, automated garbage clean up,
and Docker hub proxying.

Multus CNI - Enables attaching multiple network interfaces to pods. Multus CNI is a
container network interface (CNI) plugin for Kubernetes that lets you attach multiple
network interfaces to a single pod and associate each interface with a different address
range.

Bastion Host - Bastion host is the physical/virtual machine where you download the required
installation images/binaries (for Tanzu Kubernetes Grid installation) from the Intenet. This machine
needs to be outside the air-gapped environment. The downloaded items then need to be shipped to
the bootstrap machine which is inside the air-gapped environment.

Jumpbox/Bootstrap Machine - The bootstrap machine is where you run the Tanzu CLI and other
utilities such as Kubectl, Kind. Here is the initial bootstrapping of a management cluster occurs
before it is pushed to the platform where it runs.

The binaries for Tanzu Kubernetes Grid installation are made available in ISO or tarball format on this
machine. This machine should have access to the infrastructure components such as the vCenter server
and the components that are deployed during the installation of Tanzu Kubernetes Grid. This machine
should have a browser installed to access the Ul of the components described above.

With TKG 2.1.0, instead of custom script, a new Tanzu CLI plugin isolated-cluster has been provided which
will pre-populate air gapped internal registry.

This new Tanzu CLI plug-in contains two separate commands :

Download-bundle - Downloads the images and bundles as tar files. Along with the downloads, a
YAML file gets created that contains the mapping from the image name to the tar location.

Upload-bundle - Upload images to private repository. Bootstrap VM should have access to this
private repository for Tanzu installation.
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Local Image Registry - An image registry provides a location for pushing, pulling, storing, and
scanning container images used in the Tanzu Kubernetes Grid environment. The image registry is
also used for day-2 operations of the Tanzu Kubernetes clusters. Typical day-2 operations include
tasks such as storing application images, upgrading Tanzu Kubernetes clusters, etc.

In an air-gapped environment, there are a couple of possible solutions for using an image registry:

Existing Image Registry - An image registry pre-existing in the environment with a project created
for storing Tanzu Kubemetes Grid binaries and the bootstrap machine has access to this registry.
The operator unzip the TAR file present in the bootstrap machine and pushes the Tanzu Kubemetes
Grid binaries to the Tanzu Kubernetes Grid project using the script present in the TAR file. This
registry can be a Harbor registry or any other container registry solution.

New Image Registry - If there is no pre-existing image registry in the environment, a new registry
instance can be deployed. The easiest way to create a new image registry instance is VM-based
deployment using OVA, and then push the TKG binaries to the appropriate project. VM-based
deployments are only supported by VMware Global Support Services to host the system images for
air-gapped or Internet-restricted deployments. Do not use this method for hosting application
images.

Tanzu Kubernetes Grid Components

VMware Tanzu Kubernetes Grid provides organizations with a consistent, upstream-compatible, regional
Kubernetes substrate that is ready for end-user workloads and ecosystem integrations. You can deploy
Tanzu Kubernetes Grid across software-defined datacenters (SDDC) and public cloud environments,
including vSphere, Microsoft Azure, and Amazon EC2.

Tanzu Kubernetes Grid comprises the following components:

Management Cluster - A management cluster is the first element that you deploy when you create
a Tanzu Kubernetes Grid instance. The management cluster is a Kubernetes cluster that performs
the role of the primary management and operational center for the Tanzu Kubernetes Grid instance.
The management cluster is purpose-built for operating the platform and managing the lifecycle of
Tanzu Kubernetes clusters.

ClusterClass API - Tanzu Kubernetes Grid 2 functions through the creation of a management
Kubernetes cluster which holds ClusterClass API. The ClusterClass API then interacts with the
infrastructure provider to service workload Kubernetes cluster lifecycle requests. The earlier
primitives of Tanzu Kubernetes clusters will still exist for Tanzu Kubernetes Grid 1.X . The Cluster
API also contains ClusterClass which reduces the need for redundant templating, and enables
powerful customization of clusters. The process for creating a cluster using ClusterClass is same
as before with a set of different parameters.

Tanzu Kubernetes Cluster - Tanzu Kubernetes clusters are the Kubernetes clusters in which your
application workloads run. These clusters are also referred to as workload clusters. Tanzu
Kubernetes clusters can run different versions of Kubernetes, depending on the needs of the
applications they run.

Shared Services Cluster - Each Tanzu Kubernetes Grid instance can only have one shared
services cluster. You deploy this cluster only if you intend to deploy shared services such as
Contour and Harbor.
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¢ Tanzu Kubernetes Cluster Plans - A cluster plan is a blueprint that describes the configuration
with which to deploy a Tanzu Kubernetes cluster. It provides a set of configurable values that
describe settings like the number of control plane machines, worker machines, VM types, and so
on.

This release of Tanzu Kubernetes Grid provides two default templates; dev, and prod. You can
create and use custom plans to meet your requirements.

¢ Tanzu Kubernetes Grid Instance - A Tanzu Kubernetes Grid instance is the full deployment of
Tanzu Kubernetes Grid, including the management cluster, the workload clusters, and the shared
services cluster that you configure.

¢ Tanzu CLI - A command-line utility that provides the necessary commands to build and operate
Tanzu management and Tanzu Kubemetes clusters. Starting with TKG 2.3.0, Tanzu Core CLI is
now distributed separately from Tanzu Kubernetes Grid. For more information about installing the
Tanzu CLI for use with Tanzu Kubernetes Grid, see Install the Tanzu CLI.

+ Bootstrap Machine - The bootstrap machine is the laptop, host, or server on which you download
and run the Tanzu CLI. This is where the initial bootstrapping of a management cluster occurs
before it is pushed to the platform where it runs. This machine also houses a Harbor instance where
all the required Tanzu Kubernetes Grid installation binaries are pushed.

e Carvel Tools - An open-source suite of tools. Carvel provides a set of reliable, single-purpose,
composable tools that aid in your application building, configuration, and deployment to Kubernetes.
Tanzu Kubernetes Grid uses the following tools from the Carvel open-source project:

o ytt - Acommand-line tool for templating and patching YAML files. You can also use ytt to
collect fragments and piles of YAML into modular chunks for reuse.

o kapp - The application deployment CLI for Kubernetes. It allows you to install, upgrade,
and delete multiple Kubernetes resources as one application.

o kbld - An image-building and resolution tool.

o imgpkg - A tool that enables Kubernetes to store configurations and the associated
container images as OCI images, and to transfer these images.

o y(q -A lightweight and portable command-line YAML, JSON, and XML processor. yq uses
ja-like syntax but works with YAML files as well as JSON and XML.

¢ Tanzu Kubernetes Grid Installer - The Tanzu Kubernetes Grid installer is a CLI/graphical wizard
that provides an option to deploy a management cluster. You launch this installer locally on the
bootstrap machine by running the tanzu management-cluster create command.

Tanzu Kubernetes Grid Storage

Tanzu Kubernetes Grid integrates with shared datastores available in the vSphere infrastructure. The
following types of shared datastores are supported:

¢ VSAN
¢  VMFS
¢ NFS

¢ VVols
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Tanzu Kubernetes Grid uses storage policies to integrate with shared datastores. The policies represent
datastores and manage the storage placement of such objects as control plane VMs, container images, and
persistent storage volumes.

Tanzu Kubernetes Grid Cluster Plans can be defined by operators to use a certain vSphere Datastore when
creating new workload clusters. All developers would then have the ability to provision container-backed
persistent volumes from that underlying datastore.

Tanzu Kubernetes Grid is agnostic about which option you choose. For Kubernetes stateful workloads,
Tanzu Kubernetes Grid installs the vSphere Container Storage interface (vSphere CSI) to automatically
provision Kubernetes persistent volumes for pods.

Tanzu Kubernetes Clusters Networking
A Tanzu Kubernetes cluster provisioned by the Tanzu Kubemetes Grid supports two Container Network
Interface (CNI) options:
e Antrea
e Calico
Both are open-source softwares that provide networking for cluster pods, services, and ingress.

When you deploy a Tanzu Kubernetes cluster using Tanzu CLI, Antrea CNI is automatically enabled in the
cluster.

To provision a Tanzu Kubernetes cluster using a non-default CNI, see Deploy Tanzu Kubernetes clusters
with Calico.

Each CNI is suitable for a different use case. The following table lists common use cases for the three
CNiIs that Tanzu Kubernetes Grid supports. This table helps you with information on selecting the right CNI
in your Tanzu Kubemetes Grid implementation.

CNI Use Case Pros and Cons

Antr
ea

Enable Kubernetes pod networking with IP overlay networks using VXLAN or Pros:
Geneve for encapsulation. Optionally, encrypt node-to-node communication

. . - Provide an option to configure
using IPSec packet encryption.

egress IP address pool or static

Antrea supports advanced network use cases like kernel bypass and egress IP address for the Kubernetes
network service mesh. workloads.

Cali o ) . .

o Calico is used in environments where factors like network performance, Pros:

flexibility, and power are essential. -
- Support for network policies

For routing packets between nodes, Calico leverages the BGP routing

protocol instead of an overlay network. This eliminates the need to wrap
packets with an encapsulation layer resulting in increased network - SCTP support
performance for Kubernetes workloads.

- High network performance

Cons:

- No multicast support

Tanzu Kubernetes Grid Infrastructure Networking

Tanzu Kubernetes Grid on vSphere can be deployed on various networking stacks including
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¢ VMware NSX-T Data Center Networking
¢ vSphere Networking (VDS)

n The scope of this document is limited to NSX-T Data Center Networking with NSX
Advanced load balancer Enterprise Edition.

Tanzu Kubernetes Grid on NSX-T Networking with NSX
Advanced Load Balancer

When deployed on VMware NSX-T Networking, Tanzu Kubernetes Grid uses the NSX-T logical segments
and gateways to provide connectivity to Kubernetes control plane VMs, worker nodes, services, and
applications. All hosts from the cluster where Tanzu Kubernetes clusters are deployed are configured as
NSX-T transport nodes, which provide network connectivity to the Kubemetes environment.

You can configure NSX Advanced Load Balancer in Tanzu Kubernetes Grid as:
¢ L4 load balancer for application hosted on the TKG cluster.
e« The L7 ingress service provider for the applications in the clusters that are deployed on vSphere.
e L4 load balancer for the control plane API server.

Each workload cluster integrates with NSX Advanced Load Balancer by running an Avi Kubernetes Operator
(AKO) on one of its nodes. The cluster's AKO calls the Kubernetes API to manage the lifecycle of load
balancing and ingress resources for its workloads.

NSX Advanced Load Balancer Components

NSX Advanced Load Balancer is deployed in Write Access Mode in VMware NSX Environment. This mode
grants NSX Advanced Load Balancer controllers full write access to vCenter which helps in automatically
creating, modifying, and removing service engines (SEs) and other resources as needed to adapt to
changing traffic needs. The core components of NSX Advanced Load Balancer are as follows:

¢ NSX Advanced Load Balancer Controller - NSX Advanced Load Balancer controller manages
virtual service objects and interacts with the vCenter Server infrastructure to manage the lifecycle
of the service engines (SEs). It is the central repository for the configurations and policies related
to services and management, and it provides the portal for viewing the health of VirtualServices
and SEs and the associated analytics that NSX Advanced Load Balancer provides.

¢« NSX Advanced Load Balancer Service Engine - The service engines (SEs) are lightweight VMs
that handle all data plane operations by receiving and executing instructions from the controller. The
SEs perform load balancing and all client- and server-facing network interactions.

+ Service Engine Group - Service engines are created within a group, which contains the definition
of how the SEs should be sized, placed, and made highly available. Each cloud has at least one
SE group.

e Cloud - Clouds are containers for the environment that NSX Advanced Load Balancer is installed or
operating within. During the initial setup of NSX Advanced Load Balancer, a default cloud, named
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Default-Cloud, is created. This is where the first controller is deployed into Default-Cloud.
Additional clouds may be added containing SEs and virtual services.

¢ Avi Kubernetes Operator (AKO) - It is a Kubernetes operator that runs as a pod in the Supervisor
Cluster and Tanzu Kubernetes clusters, and it provides ingress and load balancing functionality.
AKO translates the required Kubernetes objects to NSX Advanced Load Balancer objects and
automates the implementation of ingresses, routes, and services on the service engines (SE)
through the NSX Advanced Load Balancer Controller.

¢ AKO Operator (AKOO) - This is an operator which is used to deploy, manage, and remove the
AKO pod in Kubernetes clusters. This operator when deployed creates an instance of the AKO
controller and installs all the relevant objects like:

o AKO statefulset
o Clusterrole and Clusterrolebinding
o Configmap (required for the AKO controller and other artifacts).

Tanzu Kubernetes Grid management clusters have an AKO operator installed out-of-the-box during cluster
deployment. By default, a Tanzu Kubernetes Grid management cluster has a couple of
AkoDeploymentConfig created which dictates when and how AKO pods are created in the workload
clusters. For more information, see AKO Operator documentation.

Optionally, you can enter one or more cluster labels to identify clusters on which to selectively enable NSX
ALB or to customize NSX ALB settings for different groups of clusters. This is useful in the following
scenarios: - You want to configure different sets of workload clusters to different Service Engine Groups to
implement isolation or to support more Service type Load Balancers than one Service Engine Group’s
capacity. - You want to configure different sets of workload clusters to different Clouds because they are
deployed in different sites.

To enable NSX ALB selectively rather than globally, add labels in the format key: value pair in the
management cluster config file. This will create a default AKO Deployment Config (ADC) on management
cluster with the NSX ALB settings provided. Labels that you define here will be used to create a label
selector. Only workload cluster objects that have the matching labels will have the load balancer enabled.

To customize the NSX ALB settings for different groups of clusters, create an AKO Deployment Config
(ADC) on management cluster by customizing the NSX ALB settings, and providing a unique label selector
for the ADC. Only the workload cluster objects that have the matching labels will have these custom
settings applied.

You can label the cluster during the workload cluster deployment or label it manually post cluster creation. If
you define multiple key-values, you need to apply all of them. - Provide an AVI_LABEL in the below format
in the workload cluster deployment config file, and it will automatically label the cluster and select the
matching ADC based on the label selector during the cluster deployment. AvI LABELS: | 'type': 'tkg-
workloadset01' - Optionally, you can manually label the cluster object of the corresponding workload
cluster with the labels defined in ADC. kubectl label cluster <cluster-name> type=tkg-
workloadset01

Each environment configured in NSX Advanced Load Balancer is referred to as a cloud. Each cloud in NSX
Advanced Load Balancer maintains networking and service engine settings. The cloud is configured with
one or more VIP networks to provide IP addresses to load balancing (L4/L7) virtual services created under
that cloud.
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The virtual services can be spanned across multiple service engines if the associated SE group is
configured in Active/Active HA mode. A service engine can belong to only one SE group at a time.

IP address allocation for virtual services can be over DHCP or through the in-built IPAM functionality of
NSX Advanced Load Balancer. The VIP networks created or configured in NSX Advanced Load Balancer
are associated with the IPAM profile.

Network Architecture

For the deployment of Tanzu Kubernetes Grid in the VMware NSX-T environment, it is required to build
separate networks for the Tanzu Kubernetes Grid management cluster and workload clusters, NSX
Advanced Load Balancer management, and cluster-VIP network for control plane HA.

The network reference design can be mapped into this general framework. This design uses a single VIP
network for control plane L4 load balancing and application L4/L7. This design is mostly suited for dev/test
environment.

NSX ALB Controller
Cluster

alb-mgmt-Is
Control Plane
Nodes Bootstrap VM
tkg-mgmt-Is
Control Plane
TO T Nodes
.t /1\ tkg-ss-Is
! N\

tkg-cluster-vip

Control Plane
Nodes

tkg-wldO1-Is

Control Plane Worker
Nodes Nodes

tkg workload network-x

Another reference design that can be implemented in production environment is shown below, and it uses
separate VIP network for the applications deployed in management/shared services and the workload
cluster.

132



Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment
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This topology enables the following benefits:

¢ Isolate and separate SDDC management components (vCenter, ESX) from the Tanzu Kubermnetes
Grid components. This reference design allows only the minimum connectivity between the Tanzu
Kubernetes Grid clusters and NSX Advanced Load Balancer to the vCenter server.

¢ Isolate and separate the NSX Advanced Load Balancer management network from the Tanzu
Kubernetes Grid management segment and workload segments.

¢ Depending on the workload cluster type and use case, multiple workload clusters may leverage the
same workload network or new networks can be used for each workload cluster. To isolate and
separate Tanzu Kuberetes Grid workload cluster networking from each other, it is recommended to
make use of separate networks for each workload cluster and configure the required firewall
between these networks. For more information, see Firewall Recommendations.

e Separate provider and tenant access to the Tanzu Kubernetes Grid environment.

o Only provider administrators need access to the Tanzu Kubernetes Grid management
cluster. This prevents tenants from attempting to connect to the Tanzu Kubernetes Grid
management cluster.

¢ Only allow tenants to access their Tanzu Kubernetes Grid workload clusters and restrict access to
this cluster from other tenants.

Network Requirements

As per the defined architecture, the list of required networks follows:
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DHCP
Network Type i Description & Recommendations
Service
NSXALB Management Optional
. 9 pu NSXALB controllers and SEs are attached to this network.
Logical Segment
DHCP is not a mandatory requirement on this network as NSXALB can handle
IPAM services for the management network.
TKG Management Logical Yes Control plane and worker nodes of TKG management cluster are attached to this
Segment network.
TKG Shared Service Yes Control plane and worker nodes of TKG shared services cluster are attached to
Logical Segment this network.
TKG Workload Logical Yes Control plane and worker nodes of TKG workload clusters are attached to this
Segment network.
TKG Management VIP No Virtual services for control plane HA of all TKG clusters (management, shared
Logical Segment services, and workload).
Reserve sufficient IP addresses depending on the number of TKG clusters
planned to be deployed in the environment.
NSXAdvanced Load Balancer takes care of IPAM on this network.
TKG Workload VIP Logical No Virtual services for applications deployed in the workload cluster. The applications

Segment

Kl

can be of type Load balancer or Ingress.

Reserve sufficient IP addresses depending on the number of applications planned
to be deployed in the environment.

NSXAdvanced Load Balancer takes care of IPAM on this network.

You can also select TKG Workload vIP network for control plane HA of the workload

cluster if you wish so.

Subnet and CIDR Examples

This document uses the following CIDRs for Tanzu Kubernetes Grid deployment:

Network Type

NSXALB Management
Network

TKG Management VIP
Network

TKG Management
Network

TKG Shared Service
Network

TKG Workload Network

TKG Workload VIP
Network

Segment Name

sfo01-w01-vds01-

albmanagement

sfo01-w01-vds01-

tkgclustervip

sfo01-w01-vds01-
tkgmanagement

sfo01-w01-vds01-

tkgshared

sfo01-w01-vds01-

tkgworkload

sfo01-w01-vds01-

workloadvip

Gateway
CIDR

172.16.10.1/2
4

172.16.80.1/2
4

172.16.40.1/2
4

172.16.50.1/2
4

172.16.60.1/2
4

172.16.70.1/2
4

DHCP Pool in NSX-T

N/A

N/A

172.16.40.100 -
172.16.40.200

172.16.50.100-
172.16.50.200

172.16.60.100-
172.16.60.200

172.16.70.100-
172.16.70.200

NSX ALB IP Pool

172.16.10.100 -
172.16.10.200

172.16.80.100 -

172.16.80.200

N/A

N/A

N/A

N/A
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Firewall Requirements

To prepare the firewall, you must collect the following information:
1. NSXALB Controller nodes and Cluster IP address.

NSX ALB Management Network CIDR.

TKG Management Network CIDR

TKG Shared Services Network CIDR

TKG Workload Network CIDR

TKG Cluster VIP Address Range

Client Machine IP Address

Bootstrap machine IP Address

Harbor registry IP address

© © © N o o M W b

—_

vCenter Server IP.

—_
—_

DNS server IP(s).
12. NTP Server(s).
13. NSX-T nodes and VIP address.

The following table provides a list of firewall rules based on the assumption that there is no firewall within a

subnet/VLAN:

Source Destination Protocol:Port Description Configured On

NSX Advanced Load vCenter and ESXi hosts TCP:443 Allows NSX ALB to discover NSXALB Tier-1

Balancer controllers vCenter objects and deploy SEs Gateway

and Cluster IP as required.

address

NSX Advanced Load NSX nodes and VIP TCP:443 Allows NSXALB to discover NSX NSXALB Tier-1

Balancer controllers address. Objects (logical routers and logical Gateway

and Cluster IP segments, and so on).

address

NSX Advanced Load ) NSXALB Tier-1
DNS Server. UDP:53 DNS Service

Balancer management Gateway

network CIDR NTP Server UDP:123 Time synchronization

Client Machine NSX Advanced Load TCP:443 To access NSX Advanced Load NSXALB Tier-1
Balancer controllers and Balancer portal. Gateway
Cluster IP address

Client Machine Bootstrap VM IP address ~ SSH:22 To deploy,configure and manage TKG Mgmt Tier-

TKG clusters. 1 Gateway

DNS Server UDP:53 DNS Service TKG Mgmt Tier-

TKG management . L
NTP Server UDP:123 Time Synchronization 1 Gateway

network CIDR

TKG shared services
network CIDR
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Source
TKG management
network CIDR

TKG shared services
network CIDR

TKG management
network CIDR

TKG shared services
network CIDR

TKG management
network CIDR

TKG shared services
network CIDR

TKG management
network CIDR

TKG shared services
network CIDR

TKG workload
network CIDR

TKG workload
network CIDR

TKG workload
network CIDR

TKG workload
network CIDR

TKG workload
network CIDR

deny-all

Destination

vCenter Server

Harbor Registry

TKG Management VIP
Network

NSXAdvanced Load
Balancer management
network CIDR

DNS Server
NTP Server

vCenter Server

Harbor Registry

TKG Management VIP
Network

NSX Advanced Load
Balancer management
network CIDR

any

Protocol:Port Description

TCP:443

TCP:443

TCP:6443

TCP:443

UDP:53
UDP:123

TCP:443

TCP:443

TCP:6443

TCP:443

any

Desigh Recommendations

Allows components to access
vCenter to create VMs and
storage volumes

Allows components to retrieve
container images.

This registry can be a local or a
public image registry.

For management cluster to
configure workload cluster.

Allows shared cluster to register
with management cluster.

Allow Avi Kubernetes Operator

(AKO) and AKO Operator (AKOO)

access to NSXALB controller.

DNS Service
Time Synchronization

Allows components to access
vCenter to create VMs and
storage volumes.

Allows components to retrieve
container images.

This registry can be a local or a
public image registry.

Allow TKG workload clusters to
register with TKG management
cluster.

Allow Avi Kubernetes Operator

(AKO) and AKO Operator (AKOO)

access to NSXALB controller.

deny

NSX Advanced Load Balancer Recommendations

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Configured On

TKG Mgmt Tier-
1 Gateway

TKG Mgmt Tier-
1 Gateway

TKG Mgmt Tier-
1 Gateway

TKG Mgmt Tier-
1 Gateway

TKG Workload
Tier-1 Gateway

TKG Workload
Tier-1 Gateway

TKG Workload
Tier-1 Gateway

TKG Workload
Tier-1 Gateway

TKG Workload
Tier-1 Gateway

All Tier-1
gateways

The following table provides the recommendations for configuring NSX Advanced Load Balancer in a Tanzu
Kubernetes Grid environment:
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Decision
ID

TKO-
ALB-001

TKO-
ALB-002

TKO-
ALB-003

TKO-
ALB-004

TKO-
ALB-005

TKO-
ALB-006

TKO-
ALB-007

TKO-
ALB-008

TKO-
ALB-009

TKO-
ALB-010

Design Decision

Deploy NSXALB controller
cluster nodes on a network
dedicated to NSXALB.

Deploy 3 NSXALB controller
nodes.

Initial setup should be done
only on one NSXALB
controller VM out of the
three deployed, to create an
NSXALB controller cluster.

Use static IP addresses for
the NSXALB controllers.

Use NSXALB IPAM for
service engine data network
and virtual services.

Reserve an IP address in
the NSXALB management
subnet to be used as the
cluster IP address for the
controller cluster.

Shared service engines for
the same type of workload
(dev/test/prod) clusters.

Configure anti-affinity rules
for the NSX ALB controller
cluster.

Configure backup for the
NSXALB Controller cluster.

Create an NSX-T Cloud
connector on NSXALB
controller for each NSX

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Design Justification

Isolate NSX ALB traffic from infrastructure
management traffic and Kubernetes workloads.

To achieve high availability for the NSXALB
platform.In clustered mode, NSX ALB availability
is not impacted by an individual controller node
failure. The failed node can be removed from the

cluster and redeployed if recovery is not possible.

NSXALB controller cluster is created from an
initialized NSX ALB controller which becomes the
cluster leader.

Follower NSX ALB controller nodes need to be
uninitialized to join the cluster.

NSXALB controller cluster uses management IP
addresses to form and maintain quorum for the
control plane cluster. Any changes to
management IP addresses are disruptive.

Guarantees |IP address assignment for service
engine data NICs and virtual services.

NSXALB portal is always accessible over cluster
IP address regardless of a specific individual
controller node failure.

Minimize the licensing cost

This is to ensure that no two controllers end up in
same ESXi host and thus avoid single point of
failure.

Backups are required if the NSXALB Controller
becomes inoperable or if the environment needs
to be restored from a previous state.

An NSX-T Cloud connector configured on the
NSXALB controller provides load balancing for
workloads belonging to a transport zone on NSX-

transport zone requiring load  T.

balancing.

Design Implications

Allows ease of management
for the controllers.

Additional Network (VLAN) is
required.

Clustered mode requires
more compute and storage
resources.

NSXALB controller cluster
creation fails if more than one
NSXALB controller is
initialized.

NSXALB Controller control
plane might go down if the
management IP addresses
of the controller node
changes.

Removes the corner case
scenario when the DHCP
server runs out of the lease
or is down.

NSX ALB administration is
not affected by an individual
controller node failure.

Each service engine
contributes to the CPU core
capacity associated with a
license.

Sharing service engines can
help reduce the licensing
cost.

Anti-Affinity rules need to be
created manually.

To store backups, a SCP
capable backup location is
needed. SCP is the only
supported protocol currently.

None
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Decision
ID

TKO-
ALB-011

TKO-
ALB-012

Design Decision

Configure Remote logging
for NSXALB Controller to
send events on Syslog.

Use LDAP/SAML based
Authentication for NSXALB

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Design Justification

For operations teams to be able to centrally
monitor NSXALB and escalate alerts events must

be sent from the NSXALB Controller

Helps to maintain Role based Access Control

Design Implications

Additional Operational
Overhead.

Additional infrastructure
Resource.

Additional Configuration is
required.

NSX Advanced Load Balancer Service Engine Recommendations

Decision
ID

TKO-ALB-
SE-001

TKO-ALB-
SE-002

TKO-ALB-
SE-003

TKO-ALB-
SE-004

TKO-ALB-
SE-005

TKO-ALB-
SE-006

TKO-ALB-
SE-007

TKO-ALB-
SE-008

Design Decision

Configure SE Group for
Active/Active HA mode.

Configure anti-affinity rule for
the SE VMs.

Configure CPU and memory
reservation for the SE VMs.

Enable ‘Dedicated dispatcher
CPU’ on SE groups that
contain the SE VMs of 4 or
more vCPUs.

Note: This setting must be
enabled on SE groups that
are servicing applications
that have high network
requirement.

Dedicated Service Engine
Group for the TKG
Management

Dedicated Service Engine
Group for the TKG Workload
Clusters Depending on the
nature and type of workloads
(dev/prod/test)

Set ‘Placement across the
Service Engines’ setting to
‘distributed’.

Set the SE size to a minimum
2vCPU and 4GB of Memory

Design Justification

Provides optimum resiliency,
performance, and utilization.

This is ensure that no two SEs in the
same SE group end up on same
ESXi Host and thus avoid single
point of failure.

This is to ensure that service
engines don’t compete with other
VMs during resource contention.

This enables a dedicated core for
packet processing enabling high
packet pipeline on the SE VMs.

SE resources are guaranteed for
TKG Management Stack and
provides data path segregation for
Management and Tenant Application

SE resources are guaranteed for
single or set of workload clusters
and provides data path segregation
for Tenant Application hosted on
workload clusters

This allows for maximum fault
tolerance and even utilization of
capacity.

This configuration should meet the
most generic use case

Design Implications

Certain applications might not work in
Active/Active mode. For instance,
applications that require preserving client
IP address. In such cases, use the
legacy Active/Standby HA mode.

Anti-Affinity rules need to be created
manually.

CPU and memory reservation is
configured at SE group level.

None.

Dedicated service engine Groups
increase licensing cost.

Dedicated service engine Groups
increase licensing cost.

None

For services that require higher
throughput, these configuration needs to
be investigated and modified accordingly.
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Decision . . . — . e
D Design Decision Design Justification Design Implications
TKO-ALB- Enable ALB Service Engine Enable SEs to elect a primary None
SE-009 Self Elections amongst themselves in the absence
of connectivity to the NSXALB
controller

Installation Experience

Tanzu Kubernetes Grid management cluster is the first component that you deploy to get started with Tanzu
Kubernetes Grid.

You can deploy the management cluster in one of the following ways:

¢ Run the Tanzu Kubernetes Grid installer, a wizard interface that guides you through the process of
deploying a management cluster.

¢ Create and edit YAML configuration files, and use them to deploy a management cluster with the
CLI commands. This is the recommended method if you are installing a Tanzu Kubernetes Grid
management cluster in an air-gapped environment.

By using the current version of the The Tanzu Kubernetes Grid Installation user interface, you can install
Tanzu Kubernetes Grid on VMware vSphere, AWS, and Microsoft Azure. The Ul provides a guided
experience tailored to the laaS, in this case on VMware vSphere backed by NSX-T Data Center networking.

i Tanzu

f@\ Welcome to the VMware Tanzu Kubernetes Grid Installer

VMware Tanzu Kubemetes Grid delivers the ser

s that IT teams need to effectively support development teams that develop and configure Kubernetes-based applications in a complex world. it balances

s and services, with the needs of centralized IT organizations to maintain and control the development environments.

the needs of development teams to access reso
b
- - . To begin using Tanzu Kubernetes Grid, you first deploy a management cluster to your chosen infrastructure. The management cluster provides the entry point for Tanzu Kubernetes Grid integration with your
platform, and allows you to deploy multiple workload clusters
N

Product documentation can be found here.

Deploy the management cluster

VMware vSphere Amazon Web Services Microsoft Azure

= <
EA (| A
o | =
Deploy your management cluster on VMware vSphere Deploy your management cluster on Amazon Elastic Deploy your management cluster on Microsoft Azure
Compute Cloud
bepLOY bEPLOY bERLOY

The installation process takes you through the setup of a management cluster on your vSphere with NSX-
T environment. Once the management cluster is deployed, you can make use of Tanzu CLI to deploy Tanzu
Kubernetes shared services and workload clusters.

To deploy the Tanzu Kubernetes Grid management cluster directly from CLI, see the supplemental
information Cluster Deployment Parameters for a sample yaml file used for deployment.

Kubernetes Ingress Routing

The default installation of Tanzu Kubernetes Grid does not have any default ingress controller deployed.
Users can use Contour (available for installation through Tanzu Packages), or any third-party ingress
controller of their choice.

Contour is an open-source controller for Kubernetes ingress routing. Contour can be installed in the shared
services cluster on any Tanzu Kubernetes cluster. Deploying Contour is a prerequisite if you want to deploy
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the Prometheus, Grafana, and Harbor packages on a workload cluster.

For more information about Contour, see the Contour website and Implementing Ingress Control with

Contour.

Another option is to use the NSX Advanced Load Balancer Kubernetes ingress controller (available only
with the NSX ALB Enterprise license) which offers an advanced L7 ingress for containerized applications
that are deployed in the Tanzu Kubernetes workload cluster.

5

Universality

® Multi-Infra: Traditional and cloud-native apps in VMs/bare
metal/containers

® Multi-Cluster: Inter/intra container cluster management and secure
gateways

® Multi-Region: GSLB for multiple regions and geo-ware load
balancing

® Multi-Cloud: Across on-premises data centers and multi-region
public clouds

=

Security
® Zero trust security model and encryption
® Distributed WAF for application security

® Single sign-on (SSO) integration for enterprise-grade authentication
and authorization

® Positive security model and application learning for automated
allowlist/denylist policies

O

Qoo

Traffic Routing
Advanced ingress gateway with integrated IPAM/DNS
L4-7 load balancing with SSL/TLS offload
Automated service discovery

North-south traffic management with content switching,
redirection, caching, and compression

CI/CD and application upgrades using Blue-Green or canary

O

4

Observability

Real-time application and container performance monitoring with
tracing

Big data and machine learning driven connection log analytics

Machine learning-based insights and app health analytics

For more information about the NSX ALB ingress controller, see Configuring L7 Ingress with NSX Advanced

Load Balancer.

The following table provides general recommendations on when you should use a specific ingress controller

for your Kubernetes environment.

Ingress Controller Use Cases

Contour

Use Contour when only north-south traffic is needed in a Kubernetes cluster. You can apply
security policies for north-south traffic by defining the policies in the applications manifest file.

It's a reliable solution for simple Kubernetes workloads.

NSX Advanced Load

Use NSX Advanced Load Balancer ingress controller when a containerized application requires

Balancer ingress
controller

features like local and global server load balancing (GSLB), web application firewall (WAF),

performance monitoring, direct routing from LB to pod, etc.
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NSX Advanced Load Balancer as an L4+L7 Ingress Service Provider

NSX Advanced Load Balancer provides an L4+L7 load balancing solution for vSphere. It includes a
Kubernetes operator that integrates with the Kubernetes API to manage the lifecycle of load balancing and
ingress resources for workloads.

Legacy ingress services for Kubernetes include multiple disparate solutions. The services and products
contain independent components that are difficult to manage and troubleshoot. The ingress services have
reduced observability capabilities with little analytics, and they lack comprehensive visibility into the
applications that run on the system. Cloud-native automation is difficult in the legacy ingress services.

In comparison to the legacy Kubermnetes ingress services, NSX Advanced Load Balancer has
comprehensive load balancing and ingress services features. As a single solution with a central control,
NSX Advanced Load Balancer is easy to manage and troubleshoot. NSX Advanced Load Balancer supports
real-time telemetry with an insight into the applications that run on the system. The elastic auto-scaling and
the decision automation features highlight the cloud-native automation capabilities of NSX Advanced Load
Balancer.

NSX Advanced Load Balancer also lets you configure L7 ingress for your workload clusters by using one of
the following options:

e L7 ingress in ClusterlP mode
e L7 ingress in NodePortLocal mode
e L7 ingress in NodePort mode

¢ NSX Advanced Load Balancer L4 ingress with Contour L7 ingress
L7 Ingress in ClusterlP Mode

This option enables NSX Advanced Load Balancer L7 ingress capabilities, including sending traffic directly
from the service engines (SEs) to the pods, preventing multiple hops that other ingress solutions need when
sending packets from the load balancer to the right node where the pod runs. The NSX Advanced Load
Balancer controller creates a virtual service with a backend pool with the pod IP addresses which helps
send the traffic directly to the pods.

However, each workload cluster needs a dedicated SE group for Avi Kubernetes Operator (AKO) to work,
which could increase the number of SEs you need for your environment. This mode is used when you have
a small number of workload clusters.

L7 Ingress in NodePort Mode

The NodePort mode is the default mode when AKO is installed on Tanzu Kubernetes Grid. This option
allows your workload clusters to share SE groups and is fully supported by VMware. With this option, the
services of your workloads must be set to NodePort instead of ClusterlP even when accompanied by an
ingress object. This ensures that NodePorts are created on the worker nodes and traffic can flow through
the SEs to the pods via the NodePorts. Kube-Proxy, which runs on each node as DaemonSet, creates
network rules to expose the application endpoints to each of the nodes in the format “NodelP:NodePort”.
The NodePort value is the same for a service on all the nodes. It exposes the port on all the nodes of the
Kubernetes Cluster, even if the pods are not running on it.

L7 Ingress in NodePortLocal Mode
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This feature is supported only with Antrea CNI. You must enable this feature on a workload cluster before its
creation. The primary difference between this mode and the NodePort mode is that the traffic is sent
directly to the pods in your workload cluster through node ports without interfering Kube-proxy. With this
option, the workload clusters can share SE groups. Similar to the ClusterlP Mode, this option avoids the
potential extra hop when sending traffic from the NSX Advanced Load Balancer SEs to the pod by targeting
the right nodes where the pods run.

Antrea agent configures NodePortLocal port mapping rules at the node in the format “NodelP:Unique Port”
to expose each pod on the node on which the pod of the service is running. The default range of the port
number is 61000-62000. Even if the pods of the service are running on the same Kubernetes node, Antrea
agent publishes unique ports to expose the pods at the node level to integrate with the load balancer.

NSX ALB L4 Ingress with Contour L7 Ingress

This option does not have all the NSX Advanced Load Balancer L7 ingress capabilities but uses it for L4
load balancing only and leverages Contour for L7 ingress. This also allows sharing SE groups across
workload clusters. This option is supported by VMware and it requires minimal setup.

NSX Advanced Load Balancer L7 Ingress Recommendations

Decision Design

e Design Justification Design Implications
ID Decision

TKO-ALB- Deploy NSXALB 1. Network hop efficiency is gained 1. This is supported only with Antrea CNI.

L7-001 L7 ingress in by bypassing the kube-proxy to 2. NodePortLocal mode is currently only supported
NodePortLocal receive external traffic to for nodes running Linux or Windows with IPv4
mode. applications. addresses. Only TCP and UDP service ports are

2. TKG clusters can share SE supported (not SCTP). For more information, see
groups, optimizing or maximizing Antrea NodePortLocal Documentation.

capacity and license consumption.
3. Pod’s node port only exist on
nodes where the Pod is running,
and it helps to reduce the east-west
traffic and encapsulation overhead.
4. Better session persistence.

VMware recommends using NSX Advanced Load Balancer L7 ingress with the NodePortLocal mode as it
gives you a distinct advantage over other modes as mentioned below:

e Although there is a constraint of one SE group per Tanzu Kubernetes Grid cluster, which results in
increased license capacity, ClusterlP provides direct communication to the Kubernetes pods,
enabling persistence and direct monitoring of individual pods.

+ NodePort resolves the issue for needing a SE group per workload cluster, but a kube-proxy is
created on each and every workload node even if the pod doesn’t exist in it, and there’s no direct
connectivity. Persistence is then broken.

+ NodePortLocal is the best of both use cases. Traffic is sent directly to the pods in your workload
cluster through node ports without interfering with kube-proxy. SE groups can be shared and load
balancing persistence is supported.

Network Recommendations
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The key network recommendations for a production-grade Tanzu Kubemetes Grid deployment with NSX-T

Data Center Networking are as follows:

Decision
ID

TKO-
NET-001

TKO-
NET-002

TKO-
NET-003

TKO-
NET-004

TKO-
NET-005

Design Decision

Use separate logical segments for
management cluster, shared
services cluster, workload clusters,
and VIP network.

Configure DHCP for each TKG
cluster network.

Use NSX for configuring DHCP

Create a overlay-backed NSX
segment connected to a Tier-1
gateway for the SE management for
the NSX-T Cloud of overlay type.

Create a overlay-backed NSX
segment as data network for the
NSX-T Cloud of overlay type.

Design Justification

To have a flexible firewall and
security policies.

Tanzu Kubernetes Grid does not
support static IP address
assignments for Kubernetes VM
components.

This avoids setting up dedicated
DHCP server for TKG.

This network is used for the
controller to the SE connectivity.

The SEs are placed on overlay
segments created on Tier-1
gateway.

Design Implications

Sharing the same network for
multiple clusters can complicate
firewall rules creation.

IP address pool can be used for the
TKG clusters in absence of the
DHCP.

For a simpler configuration, make
use of the DHCP local server to
provide DHCP services for required
segments.

None

None

With Tanzu Kubernetes Grid 2.3 and above, you can use Node IPAM, which simplifies the allocation and
management of |IP addresses for cluster nodes within the cluster. This eliminates the need for external

DHCP configuration.

The Node IPAM can be configured for standalone management clusters on vSphere, and the associated
class-based workload clusters that they manage. In the Tanzu Kubernetes Grid Management configuration

file, a dedicated Node IPAM pool is defined for the management cluster only.

The following types of Node IPAM pools are available for workload clusters:

¢ InClusterlPPool - Configures IP pools that are only available to workload clusters in the same
management cluster namespace. For example, default.

¢ GlobalinClusterlPPool - Configures IP pools with addresses that can be allocated to workload
clusters across multiple namespaces.

Node IPAM in TKG provides flexibility in managing IP addresses for both management and workload
clusters that allows efficient IP allocation and management within the cluster environment.

Tanzu Kubernetes Grid Clusters Recommendations

Decision
ID

TKO-
TKG-001

Design Decision

Use NSXALB as your control
plane endpoint provider and for
application load balancing.

Design Justification

Eliminates the requirement for an external load
balancer and additional configuration changes on
your Tanzu Kubernetes Grid clusters.

Design Implications

Add NSXALB License
cost to the solution.
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Decision
ID

TKO-
TKG-002

TKO-
TKG-003

TKO-
TKG-004

TKO-
TKG-005

TKO-
TKG-006

Design Decision

Use NSX Advanced Load
Balancer as your control plane
endpoint provider and for
application load balancing.

Deploy Tanzu Kubernetes
Management cluster in large
form factor.

Deploy the Tanzu Kubernetes
Cluster with prod
plan(Management and
Workload Clusters).

Enable identity management for
Tanzu Kubernetes Grid
clusters.

Enable MachineHealthCheck
for TKG clusters.

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Design Justification

Eliminates the requirement for an external load
balancer and additional configuration changes on
your Tanzu Kubernetes Grid clusters.

Large form factor should suffice to integrate TKG
Management cluster with TMC, pinniped and
Velero. This must be capable of accommodating
100+ Tanzu Workload Clusters.

Deploying three control plane nodes ensures the
state of your Tanzu Kubernetes Cluster control
plane stays healthy in the event of a node failure.

To avoid usage of administrator credentials and
ensure that required users with right roles have
access to Tanzu Kubernetes Grid clusters.

vSphere HA and MachineHealthCheck
interoperability work together to enhance
workload resiliency.

Tanzu Kubernetes Grid Monitoring

Design Implications

Adds NSX Advanced
Load Balancer License
cost to the solution.

Consume more
resources from
infrastructure.

Consume more
resources from
infrastructure.

Required external
Identity Management.

NA

In an air-gapped environment, monitoring for the Tanzu Kubernetes clusters is provided through Prometheus
and Grafana.

* Prometheus is an open-source system monitoring and alerting toolkit. It can collect metrics from
target clusters at specified intervals, evaluate rule expressions, display the results, and trigger
alerts if certain conditions arise. The Tanzu Kubernetes Grid implementation of Prometheus
includes Alert Manager, which you can configure to notify you when certain events occur.

¢ Grafana is open-source visualization and analytics software. It allows you to query, visualize, alert
on, and explore your metrics no matter where they are stored.

Both Prometheus and Grafana are installed through user-managed Tanzu packages by creating the
deployment manifests and invoking the tanzu package install command to deploy the packages in the

Tanzu Kubernetes clusters.

The following diagram shows how the monitoring components on a cluster interact.
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Service
Discovery |Z|
TFind Targets |Notifications
1 Push Alerts
L : — > Alertmanager
Pull Metrics
Application <
Prometheus
) ’ PromQL
Client Library Server < Grafana Dgta -
Visualization

Exporter

v

3rd Party g

Application
L PP Local Storage

Stores Data

You can use out-of-the-box Kubernetes dashboards or you can create new dashboards to monitor compute,
network, and storage utilization of Kubernetes objects such as Clusters, Namespaces, Pods, etc. See the
sample dashboards shown below:

Namespace (Pods) Compute Resources Utilization Dashboard

88 General / Kubernetes / Compute Resources / Namespace (Pods) <

datasource  default namespace  cadvisor

Headlines

CPU Utilisation (from requests) CPU Utilisation (from limits) Memory Utilisation (from requests) Memory Utilisation (from limits)

3.96% 1.984% 7.67% 0.767%

® 8 + O

a8 o 0

CPU Usage

CPU Usage

o
06:54
— cadvisorghitl —

CPU Quota

CPU Quota

dvis
dvisor-ghiti
zcl

Memory Usage

Memory Usage (/o cache)

191 MiB

o8
06:54

— cadvisorghtl — c:

Namespace (Pods) Networking Utilization Dashboard
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88 General / Kubemetes / Networking / Namespace (Pods)

e default kube-sy:
Current Bandwidth

Current Rate of Bytes Received

Current Rate of Bytes Transmitted

\ \

kube-system kube-system

Current Status

008p/s
010
049p/s
Bandwidth

Receive Bandwidth Transmit Bandwidth

750kere
ware
50 k8/s
7:40 745
de-gscmt — e onodeia radna 745687865 6vdnk
b plane-65fp4 — kube-apiserver-tk

kube-prony fkwh — uberproryhzhz kb
— node problem det

T e
54 — ube cortrollerm Jus

deypadbigéressbiashl
ackets

> Errors.

82 General / Kubernetes / APl server
defautt

Notice

layed on this dashboard are for informational purpose:

Availability (30d) > 99.000%

100.000

Read Availability (30d) Read SLI - Requests

100.000

a0

ErorBudget (30d) > 99.000%

Read SLI - Duration

Wite Availablity (300) Wite SLI - Requests Write S - Errors

100.000

Wite SLI - Duration

Work Queue Add Rate

Work Queue Depth

Work Queue Latency

Cluster Compute Resources Utilization Dashboard
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CPU Utilisation CPU Requests Commitment lemory Utilisation Memory Requests Commitment

5.86% 19.5% % 2.15%

Container Registry

Tanzu Kubernetes Grid includes Harbor as a container registry. Harbor provides a location for pushing,
pulling, storing, and scanning container images used in your Kubernetes clusters.

Harbor registry is used for day-2 operations of the Tanzu Kubernetes workload clusters. Typical day-2
operations include tasks such as pulling images from Harbor for application deployment, pushing custom
images to Harbor, etc.

You may use one of the following methods to install Harbor:

¢ Tanzu Kubernetes Grid Package deployment - VMware recommends this installation method for
general use cases. The Tanzu packages, including Harbor, must either be pulled directly from
VMware or be hosted in an internal registry.

¢ VM-based deployment using OVA - VMware recommends this installation method in cases where
Tanzu Kubernetes Grid is being installed in an air-gapped or Internet-restricted environment, and no
pre-existing image registry exists to host the Tanzu Kubemetes Grid system images. VM-based
deployments are only supported by VMware Global Support Services to host the system images for
air-gapped or Internet-restricted deployments. Do not use this method for hosting application
images.

If you are deploying Harbor without a publicly signed certificate, you must include the Harbor root CA in your
Tanzu Kubernetes Grid clusters. To do so, follow the procedure in Trust Custom CA Certificates on Cluster
Nodes.
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D Hata i G

Tanzu Kubernetes Grid Logging

Metrics and logs are critical for any system or application as they provide insights into the activities of the
system or the application. It is important to have a central place to observe a multitude of metrics and log
sources from multiple endpoints.

Log processing and forwarding in Tanzu Kubernetes Grid is provided via Fluent Bit. Fluent bit binaries are
available as part of extensions and can be installed on management cluster or in workload cluster. Fluent
Bit is a light-weight log processor and forwarder that allows you to collect data and logs from different
sources, unify them, and send them to multiple destinations. VMware Tanzu Kubernetes Grid includes
signed binaries for Fluent Bit that you can deploy on management clusters and on Tanzu Kubernetes
clusters to provide a log-forwarding service.

Fluent Bit makes use of the Input Plug-ins, the filters, and the Output Plug-ins. The Input Plug-ins define
the source from where it can collect data, and the Output plug-ins define the destination where it should
send the information. The Kubernetes filter will enrich the logs with Kubernetes metadata, specifically labels
and annotations. Once you configure Input and Output plug-ins on the Tanzu Kubernetes Grid cluster.
Fluent Bit is installed as a user-managed package.

Fluent Bit integrates with logging platforms such as VMware Aria Operations for Logs, Elasticsearch, Kafka,
Splunk, or an HTTP endpoint. For more details about configuring Fluent Bit to your logging provider, see
Implement Log Forwarding with Fluent Bit.

Bring Your Own Images for Tanzu Kubernetes Grid
Deployment

You can build custom machine images for Tanzu Kubernetes Grid to use as a VM template for the
management and Tanzu Kubernetes (workload) cluster nodes that it creates. Each custom machine image
packages a base operating system (OS) version and a Kubemetes version, along with any additional
customizations, into an image that runs on vSphere, Microsoft Azure infrastructure, and AWS (EC2)
environments.
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A custom image must be based on the operating system (OS) versions that are supported by Tanzu
Kubernetes Grid. The table below provides a list of the operating systems that are supported for building
custom images for Tanzu Kubernetes Grid.

vSphere AWS Azure
Ubuntu 20.04

unt Ubuntu 20.04 Ubuntu 20.04
Ubuntu 18.04

unt Ubuntu 18.04 Ubuntu 18.04
RHEL 8 .

Amazon Linux 2

Photon OS 3

Windows 2019

For additional information on building custom images for Tanzu Kubermetes Grid, see Build Machine
Images.

e Linux Custom Machine Images

¢ Windows Custom Machine Images

Compliance and Security

VMware published Tanzu Kubernetes releases (TKrs), along with compatible versions of Kubernetes and
supporting components, use the latest stable and generally-available update of the OS version that they
package. They contain all current CVE and USN fixes, as of the day that the image is built. The image files
are signed by VMware and have file names that contain a unique hash identifier.

VMware provides FIPS-capable Kubernetes OVA, which can be used to deploy FIPS compliant Tanzu
Kubemetes Grid management and workload clusters. Tanzu Kubernetes Grid core components such as
Kubelet, Kube-apiserver, Kube-controller manager, Kube-proxy, Kube-scheduler, Kubectl, Etcd, Coredns,
Containerd, and Cri-tool are made FIPS compliant by compiling them with the BoringCrypto FIPS modules,
an open-source cryptographic library that provides FIPS 140-2 approved algorithms.

Supplemental Information

Cluster Deployment Parameters

# NSX Advanced Load Balancer details

AVI CA DATA B64: # NSX Advanced Load Balancer Controller Certificate in base64 encoded
format.

AVI CLOUD NAME: # Name of the cloud that you created in your NSX Advanced Load Balance
r deployment.

AVI_ CONTROL_PLANE_ HA PROVIDER: "true" # Set to true to enable NSX Advanced Load Balanc
er as the control plane API server endpoint

AVI_CONTROL_PLANE_ NETWORK: # Optional. Defines the VIP network of the workload cluste
r’s control plane. Use when you want to configure a separate VIP network for the workl
oad clusters. This field is optional, and 1if it is left empty, it will use the same ne
twork as AVI DATA NETWORK.

AVI_CONTROL_PLANE_NETWORK_CIDR: # Optional. The CIDR of the subnet to use for the work
load cluster’s control plane. Use when you want to configure a separate VIP network fo
r the workload clusters. This field is optional, and if it is left empty, it will use
the same network as AVI DATA NETWORK CIDR.
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AVI_CONTROLLER: # The IP or hostname of the NSX Advanced Load Balancer controller.

AVI DATA NETWORK: # The network which you want to use a VIP network for the applicati
ons deployed in the workload cluster.

AVI_DATA NETWORK_CIDR: # The CIDR of the network that you have chosen for the applicat
ion load balancing in the workload cluster.

AVI_ENABLE: "true" # Enables NSX Advanced Load Balancer as a load balancer for workloa
ds.

AVI LABELS: # Optional labels in the format key: value. When set, NSX Advanced Load Ba
lancer 1is enabled only on workload clusters that have this label.

AVI MANAGEMENT CLUSTER_CONTROL PLANE VIP NETWORK NAME: # The CIDR of the subnet to use
for the management cluster’s control plane. Use when you want to configure a separate
VIP network for the management cluster’s control plane. This field is optional, and if
it is left empty, it will use the same network as AVI_DATA NETWORK_ CIDR.

AVI MANAGEMENT CLUSTER_CONTROL PLANE VIP NETWORK CIDR: # The CIDR of the network that
you have chosen for the control plane HA of the management cluster.

AVI MANAGEMENT CLUSTER_SERVICE ENGINE GROUP: # Optional. Specifies the name of the Ser
vice Engine group that is to be used by AKO in the management cluster. This field is o
ptional, and if it is left empty, it will use the same network as AVI SERVICE ENGINE G
ROUP.

AVI_ MANAGEMENT_ CLUSTER_VIP_NETWORK NAME: # The network that you want to use as load ba
lancer network for any applications deployed in the shared services or management clus
ter.

AVI MANAGEMENT CLUSTER VIP NETWORK CIDR: # Subnet CIDR of the VIP network choosen for
application load balancing in the shared services or management cluster.

AVI NSXT _TI1LR: # UUID of the tier-1 gateway in NSX where the logical segment chosen fo
r TKG management network is connected.

AVI_PASSWORD: # Password of the NSX ALB Controller admin user in th base 64 encoded fo
rmat

AVI_SERVICE_ENGINE_GROUP: # Name of the Service Engine Group configured in NSX ALB
AVI_SERVICE_ENGINE_GROUP: # Service Engine group name for the workload clusters.

AVI USERNAME: admin

# Common Variables

CLUSTER_CIDR: # The CIDR range to use for pods.

SERVICE_CIDR: # The CIDR range to use for the Kubernetes services.

CLUSTER_NAME: # The name of the TKG Management Cluster that must comply with DNS hostn
ame requirements as outlined in https://datatracker.ietf.org/doc/html/rfc952
CLUSTER_PLAN: # Can be set to dev, prod or custom. The dev plan deploys a cluster with
a single control plane node. The prod plan deploys a highly available cluster with thr
ee control plane nodes.

ENABLE AUDIT LOGGING: # Audit logging for the Kubernetes API server. The default value
is false. To enable audit logging, set the variable to true.

ENABLE CEIP_PARTICIPATION: #The default value is true. false opts out of the VMware Cu
stomer Experience Improvement Program.

ENABLE MHC: "true/false" # When set to true, machine health checks are enabled for man
agement cluster control plane and worker nodes.

IDENTITY_ MANAGEMENT_TYPE: <none/oidc/ldap> # Set oidc or ldap when enabling centralize
d authentication for management cluster access.

INFRASTRUCTURE PROVIDER: # For vSphere platform set this value to vsphere.

DEPLOY_ TKG_ON_VSPHERE7: "true" # Set this to true to deploy TKGm on vSphere.

# Node Configuration

OS_ARCH: amdé64

OS NAME: # Defaults to ubuntu for Ubuntu LTS. Can also be photon for Photon 0S on vSph
ere

OS_VERSION: "3"
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# Proxy Configuration

TKG_HTTP_ PROXY ENABLED: "true/false" # To send outgoing HTTP(S) traffic from the manag
ement cluster to a proxy, for example in an internet-restricted environment, set this
to true.

TKG_IP FAMILY: ipvi4

VSPHERE_CONTROL_PLANE_ENDPOINT: # If you use NSX Advanced Load Balancer, leave this fi
eld blank.

# Control Plane and Worker VM sizing

VSPHERE_CONTROL_PLANE_DISK_GIB: "40" # The size in gigabytes of the disk for the contr
ol plane node VMs. Include the quotes ("")

VSPHERE CONTROL_ PLANE MEM MIB: "16384" # The amount of memory in megabytes for the con
trol plane node VMs

VSPHERE CONTROL_PLANE_NUM CPUS: "4" # The number of CPUs for the control plane node VM
s. Include the quotes (""). Must be at least 2.

VSPHERE_WORKER DISK GIB: "40" # The size in gigabytes of the disk for the worker node
VMs. Include the quotes ("")

VSPHERE_WORKER_MEM MIB: "16384" # The amount of memory in megabytes for the worker nod
e VMs. Include the quotes ("")

VSPHERE_WORKER_NUM_CPUS: "4" # The number of CPUs for the worker node VMs. Include the
quotes (””). Must be at least 2.

# vSphere Infrastructure details

VSPHERE DATACENTER: # The name of the datacenter in which to deploy the TKG management
cluster.

VSPHERE_DATASTORE: # The name of the vSphere datastore where TKG cluster VMs will be s
tored.

VSPHERE FOLDER: # The name of an existing VM folder in which to place TKG VMs.

VSPHERE INSECURE: # Optional. Set to true or false to bypass thumbprint verification.
If false, set VSPHERE TLS_ THUMBPRINT

VSPHERE NETWORK: # The name of an existing vSphere network where TKG management cluste
r control plane and worker VMs will be connected.

VSPHERE PASSWORD: # The password for the vSphere user account in base64 encoded forma
©o

VSPHERE RESOURCE_POOL: # The name of an existing resource pool in which to place TKG c
luster.

VSPHERE_SERVER: # The IP address or FQDN of the vCenter Server instance on which to de
ploy the Tanzu Kubernetes cluster.

VSPHERE SSH AUTHORIZED KEY: # Paste in the contents of the SSH public key that you cre
ated in on the bootstrap machine.

VSPHERE TLS THUMBPRINT: # if VSPHERE INSECURE is false. The thumbprint of the vCenter
Server certificate.

VSPHERE USERNAME: # A vSphere user account, including the domain name, with the requir
ed privileges for Tanzu Kubernetes Grid operation

TKG_CUSTOM IMAGE REPOSITORY: # IP address or FQDN of your private registry.

TKG_CUSTOM IMAGE REPOSITORY CA CERTIFICATE: # Set if your private image registry uses
a self-signed certificate. Provide the CA certificate in base64 encoded format.
TKG_CUSTOM_ IMAGE REPOSITORY SKIP TLS VERIFY: "rue/false" # Optional. Set to true if yo
ur private image registry uses a self-signed certificate and you do not use TKG_CUSTOM
_IMAGE_REPOSITORY CA CERTIFICATE. Because the Tanzu connectivity webhook injects the H
arbor CA certificate into cluster nodes, TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY s

hould always be set to false when using Harbor.

For a full list of configurable values, see Tanzu CLI Configuration File Variable Reference.

151


https://techdocs.broadcom.com/us/en/vmware-tanzu/standalone-components/tanzu-kubernetes-grid/2-5/tkg/config-ref.html

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Configure Node Sizes

The Tanzu CLI creates the individual nodes of management clusters and Tanzu Kubernetes clusters
according to the settings that you provide in the configuration file.

On vSphere, you can configure all node VMs to have the same predefined configurations, set different
predefined configurations for control plane and worker nodes, or customize the configurations of the nodes.
By using these settings, you can create clusters that have nodes with different configurations from the
management cluster nodes. You can also create clusters in which the control plane nodes and worker
nodes have different configurations.

Use Predefined Node Configurations

The Tanzu CLI provides the following predefined configurations for cluster nodes:

Size CPU Memory (in GB) Disk (in GB)
Small 2 4 20
Medium 2 8 40
Large 4 16 40
Extra-large 8 32 80

To create a cluster in which all of the control plane and worker node VMs are the same size, specify the
s1zE variable. If you set the s1zE variable, all nodes are created with the configuration that you set.

o SIZE: "large"

To create a cluster in which the control plane and worker node VMs are of different sizes, specify the
CONTROLPLANE SIZE and WORKER SIZE options.

o CONTROLPLANE SIZE: "medium"
o WORKER SIZE: "large"

You can combine the CONTROLPLANE SIZE and WORKER SIZzE options with the s1zE option. For example, if
you specify SIzZE: "large" with WORKER SIZE: "extra-large", the control plane nodes are set to 1arge
and worker nodes are set to extra-large.

o SIZE: "large"

® WORKER SIZE: "extra-large"

Define Custom Node Configurations

You can customize the configuration of the nodes rather than using the predefined configurations.

To use the same custom configuration for all nodes, specify the VSPHERE NUM CPUS, VSPHERE DISK GIB,

and VSPHERE MEM MIB options.
e VSPHERE NUM CPUS: 2
e VSPHERE DISK GIB: 40

e VSPHERE MEM MIB: 4096
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To define different custom configurations for control plane nodes and worker nodes, specify the
VSPHERE CONTROL PLANE * and VSPHERE WORKER *

* VSPHERE CONTROL PLANE NUM CPUS: 2

* VSPHERE CONTROL PLANE DISK GIB: 20
e VSPHERE CONTROL PLANE MEM MIB: 8192
e VSPHERE WORKER NUM CPUS: 4

e VSPHERE WORKER DISK GIB: 40

e VSPHERE WORKER MEM MIB: 4096

NSX Advanced Load Balancer Sizing Guidelines

NSX ALB Controller Sizing Guidelines

Regardless of NSX Advanced Load Balancer Controller configuration, each controller cluster can achieve up
to 5000 virtual services, which is a hard limit. For more information, see Sizing Compute and Storage
Resources for NSX Advanced Load Balancer Controller(s).

Controller Size VM Configuration Virtual Services NSX Advanced Load Balancer SE Scale
Essentials 4 vCPUs, 24 GB RAM 0-50 0-10

Small 6 vCPUs, 24 GB RAM 0-200 0-100

Medium 10 vCPUs, 32 GB RAM 200-1000 100-200

Large 16 vCPUs, 48 GB RAM 1000-5000 200-400

Service Engine Sizing Guidelines

For guidance on sizing your service engines (SEs), see Sizing Compute and Storage Resources for NSX
Advanced Load Balancer Service Engine(s).

Performance metric 1 vCPU core
Throughput 4 Gbl/s
Connections/s 40k

SSL Throughput 1 Gbl/s

SSL TPS (RSA2K) ~600

SSL TPS (ECC) 2500

Multiple performance vectors or features may have an impact on performance. For instance, to achieve 1
Gb/s of SSL throughput and 2000 TPS of SSL with EC certificates, NSX ALB recommends two cores.

NSX ALB Service Engines may be configured with as little as 1 vCPU core and 1 GB RAM, or up to 36
vCPU cores and 128 GB RAM. Service Engines can be deployed in Active/Active or Active/Standby mode
depending on the license tier used. NSX ALB Essentials license doesn’t support Active/Active HA mode for
SE.

153


https://avinetworks.com/docs/22.1/avi-controller-sizing/
https://avinetworks.com/docs/22.1/sizing-service-engines/

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Summary

Tanzu Kubernetes Grid on vSphere on hyper-converged hardware offers high-performance potential,
convenience, and addresses the challenges of creating, testing, and updating on-premises Kubernetes
platforms in a consolidated production environment. This validated approach will result in a near-production
quality installation with all the application services needed to serve combined or uniquely separated
workload types through a combined infrastructure solution.

This plan meets many Day-0 needs for quickly aligning product capabilities to full stack infrastructure,
including networking, firewalling, load balancing, workload compute alignment, and other capabilities.

Deploy Tanzu Kubernetes Grid on vSphere with NSX-T
Networking in Air-gapped Environment

VMware Tanzu Kubemetes Grid (informally known as TKG) (multi-cloud) provides organizations with a
consistent, upstream-compatible, regional Kubernetes substrate that is ready for end-user workloads and
ecosystem integrations. It delivers an open source aligned Kubernetes distribution with consistent
operations and management to support infrastructure and app modernization.

An air-gapped installation method is used when the Tanzu Kubermnetes Grid components (bootstrapper and
cluster nodes) are unable to connect to the Internet to download the installation binaries from the public
VMware Registry during Tanzu Kubernetes Grid installation or upgrade.

The scope of the document is limited to providing deployment steps based on the reference design in Tanzu
Kubernetes Grid on NSX-T Networking and it does not cover deployment procedures for the underlying
SDDC components.

Supported Component Matrix

The following table provides the component versions and interoperability matrix supported with the reference

design:
Software Components Version
Tanzu Kubernetes Grid 2.3.0
VMware vSphere ESXi 8.0 U1 or later
VMware vCenter (VCSA) 8.0 U1 or later
NSX Advanced Load Balancer 2213
VMware NSX 41.0.2

For the latest information about software versions that can be used together, see the Interoperability Matrix.

Prepare the Environment for Deployment of Tanzu
Kubernetes Grid

Before deploying Tanzu Kubernetes Grid in the your VMware NSX environment, ensure that your
environment is set up as described in the following sections:

¢ General Requirements
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¢ Network Requirements

¢ Firewall Requirements

General Requirements

e A vCenter with NSX backed environment.

¢ Ensure that the following NSX configurations are complete:

ﬁ The following configurations provide only a high-level overview of the required NSX
configuration. For more information, see NSX Data Center Installation Guide and
NSX Data Center Product Documentation.

o NSX manager instance is deployed and configured with Advanced or higher license.

o vCenter Server that is associated with the NSX Data Center is configured as Compute
Manager.

o Required overlay and vLAN Transport Zones are created.
o |P pools for host and edge tunnel endpoints (TEP) are created.
o Host and edge uplink profiles are in place.

o Transport node profiles are created. This is not required if you are configuring the NSX data
center on each host instead of the cluster.

o NSX data center configured on all hosts part of the vSphere cluster or clusters.
o Edge transport nodes and at least one edge cluster is created.

o  Tier-0 uplink segments and tier-0 gateway is created.

o Tier-0 router is peered with uplink L3 switch.

o DHCP profile is created in NSX.

e SDDC environment has the following objects are available:
o A vSphere cluster with at least three hosts on which vSphere DRS is enabled and NSX is
successfully configured.

o  Adedicated resource pool to deploy the following Tanzu Kubernetes management cluster,
shared services cluster, and workload clusters. The number of required resource pools
depends on the number of workload clusters to be deployed.

o VM folders to collect the Tanzu Kubernetes Grid VMs.
o  Adatastore with sufficient capacity for the control plane and worker node VM files.
o Network time protocol (NTP) service is running on all hosts and vCenter.

o Ahost, server, or VM based on Linux, macOS, or Windows which acts as your bootstrap
machine which has docker installed. For this deployment, a virtual machine based on
Photon OS will be used.

o Depending on the OS flavor of the bootstrap VM, download and configure the following
packages from Broadcom Support. To configure required packages on the Cent OS
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machine, see Deploy and Configure Bootstrap Machine:
o Tanzu CLI 2.3.0
o Kubectl cluster CLI 1.26.5

o A vSphere account with permissions as described in Required Permissions for the vSphere
Account.

o Download and import NSX Advanced Load Balancer 22.1.3 OVA to Content Library.

o Download the following OVA files from Broadcom Support and import to vCenter. Convert
the imported VMs to templates:

o  Photon v3 Kubernetes v1.26.5 OVA and/or
o Ubuntu 2004 Kubernetes v1.26.5 OVA

ﬁ You can also download supported older versions of Kubernetes from Broadcom Support
and import them to deploy workload clusters on the intended Kubernetes versions.

In Tanzu Kubernetes Grid nodes, it is recommended not to use hostnames with “.local”
domain suffix. For more information, see KB article.

Resource Pools and VM Folders

The sample entries of the resource pools and folders that need to be created are as follows.

Resource Type Sample Resource Pool Name Sample Folder Name

NSXALB Components tkg-vsphere-alb-components tkg-vsphere-alb-components
TKG Management Components tkg-management-components tkg-management-components
TKG Shared Service Components tkg-vsphere-shared-services tkg-vsphere-shared-services
TKG Workload components tkg-vsphere-workload tkg-vsphere-workload

Network Requirements

Create logical segments in NSX for deploying Tanzu Kubemnetes Grid components as per Network
Requirements defined in the reference architecture.

Firewall Requirements

Ensure that the firewall is set up as described in Firewall Requirements.

Subnet and CIDR Examples

For this demonstration, we used the following CIDR for Tanzu Kubernetes Grid deployment. Change the
values to reflect your environment:
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Network Type

NSX ALB Management
Network

TKG Cluster VIP
Network

TKG Management
Network

TKG Shared Service
Network

TKG Workload Network

TKG Workload VIP
Network

Tanzu Kubernetes Grid Deployment Workflow

Segment Name

sfo01-w01-vds01-

albmanagement

sfo01-w01-vds01-

tkgclustervip

sfo01-w01-vds01-
tkgmanagement

sfo01-w01-vds01-
tkgshared

sfo01-w01-vds01-
tkgworkload

sfo01-w01-vds01-
tkgworkloadvip
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Gateway
CIDR

172.16.10.1/2
4

172.16.80.1/2
4

172.16.40.1/2
4

172.16.50.1/2
4

172.16.60.1/2
4

172.16.70.1/2
4

DHCP Pool in NSXT

N/A

N/A

172.16.40.100 -
172.16.40.200

172.16.50.100 -
172.16.50.200

172.16.60.100-
172.16.60.200

N/A

NSX ALB IP Pool

172.16.10.100 -
172.16.10.200

172.16.80.100 -

172.16.80.200

N/A

N/A

N/A

172.16.70.100-
172.16.70.200

Here are the high-level steps for deploying Tanzu Kubernetes Grid on NSX networking in an air-gapped

environment:

¢ Configure T1 Gateway and Logical Segments in NSX Data Center

¢ Deploy and Configure NSX Advanced Load Balancer

¢ Configure Bastion Host

¢ Install Harbor Image Registry

¢ Configure Bootstrap Virtual machine

¢ Deploy Tanzu Kubemetes Grid Management Cluster

¢ Deploy Tanzu Kubernetes Grid Shared Service Cluster

¢ Deploy Tanzu Kubernetes Grid Workload Cluster

* Deploy User-Managed Packages on Tanzu Kubernetes Grid Clusters

Configure T1 Gateway and Logical Segments in NSX-T Data

Center

As a prerequisite, an NSX-T backed vSphere environment must be configured with at least one tier-0

gateway. A tier-0 gateway performs the functions of a tier-0 logical router. It processes traffic between the
logical and physical networks. For more information about creating and configuring a tier-0 gateway, see

NSX documentation.

This procedure comprises the following tasks:

1. Add two Tier-1 Gateway

2. Create Overlay-Backed Segments
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Add a Tier-1 Gateway

The tier-1 logical router must be connected to the tier-0 logical router to get the northbound physical router
access. The following procedure provides the minimum required configuration to create a tier-1 gateway,
which is adequate to successfully deploy the Tanzu for Kubernetes Operations stack. For a more advanced
configuration, see the NSX documentation.

1. With admin privileges, log in to NSX Manager.
Select Networking > Tier-1 Gateways.

Click Add Tier-1 Gateway.

Enter a name for the gateway.

Select a tier-0 gateway to connect to this tier-1 gateway to create a multi-tier topology.

o o »~ »w N

Select an NSX Edge cluster. This is required for this tier-1 gateway to host stateful services such
as NAT, load balancer, or firewall.

N

(Optional) In the Edges field, select Auto Allocated or manually set the edge nodes.
8. Select a failover mode or accept the default. The default option is Non-preemptive.

9. Select Enable Standby Relocation.

10. Click Route Advertisement and ensure that following routes are selected:
o All DNS Forwarder Routes
o All Connected Segments and Service Ports
o All IPSec Local Endpoints
o All LB VIP Routes
o All LB SNAT IP Routes
vmw NSX Default [ 2 admi
Home Networking Security nventory Plan & Troubleshoot ~ System
Tier-1 Gateways ®
@ Tier-1Gateway: o . o Fail Over
S ige Cluster sfoOlwOledge ®v 0O !
Auto Allocate Edges © = Stanaby Relocation
EVPN Tenant | ‘
¢ Load Balancing All Static Routes Q All NAT IP's D
& Forwarding Policies All DNS Forwarder Routes © Al LB VIP Routes [ o)
S isin;;ia Segments & o© AllLB SNAT IP Routes @
@8 DNS All IPSec Local Endpoints c
SlAdc e Hoos NOTE - Before further configurations can be done, fill out mandatory fields ( * ) above and click Save.
& Global Networking Config
Networking Profiles
canceL
11. Click Save.
12. Repeat steps from 1-11 and create another Tier-1 gateway.

158


https://techdocs.broadcom.com/us/en/vmware-cis/nsx.html

Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

Tier-1 Gateways

ADD TIER-1 GATEWAY

Name HA Mode @ Linked Tier-O Gateway
> £ sfoO1wO1tier1 Active Standby sfoOlwOltierO
> & sfoOlwOltier2 Active Standby sfoOlwOltier0

DHCP configuration on Tier-1 Gateway

Complete the following steps to set the DHCP configuration in the tier-1 gateway:

1. With admin privileges, log in to NSX Manager.

2. Select Networking > Tier-1 Gateways.

3. On the tier-1 gateway that you created earlier, click the three dots and select Edit.
4. Next to DHCP Config, click Set.
5

In the Set DHCP Configuration dialog box, set Type to DHCP Server and select the DHCP profile
that you created as part of the prerequisites.
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Set DHCP Configuration X

Choose either DHCP Server or No Dynamic IP Allocation.

Type DHCP Server

DHCP Server Profile DHCP-Profile v *
Lease Time 86400 seconds

Server Address 100.96.0.1/30

CANCEL APPLY

6. Click Save.

Create Overlay-Backed Segments

VMware NSX provides the option to add two kinds of segments: overlay-backed segments and VLAN-
backed segments. Segments are created as part of a transport zone. There are two types of transport
zones: VLAN transport zones and overlay transport zones. A segment created in a VLAN transport zone is
a VLAN-backed segment and a segment created in an overlay transport zone is an overlay-backed
segment.

Create the overlay backed logical segments as shown in the Overlay backed segments CIDR example. All
these segments will be a part of the same overlay transport zone and they must be connected to the tier-1
gateway.

ﬁ NSX ALB Management Network, TKG Cluster VIP Network, TKG Management Network &
TKG Shared Service Network must be connected to sfo01w01tier1 while TKG Workload
Network and TKG Workload VIP Network should be connected to sfo01wO01tier2.
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If you want to use TKG Cluster VIP Network to be used for applications deployed in
workload cluster, connect all network segments to sfo01w01tier1 tier-1 gateway.

The following procedure provides details to create one such network which is required for the Tanzu for
Kubernetes Operations deployment:

1. With admin privileges, log in to NSX Manager.
2. Select Networking > Segments.

3. Click ADD SEGMENT and enter a name for the segment. For example, sfo01-w01-vds01-

tkgmanagement.
4. Under Connected Gateway, select the tier-1 gateway that you created earlier.
5. Under Transport Zone, select a transport zone that will be an overlay transport zone.

6. Under Subnets, enter the gateway IP address of the subnet in the CIDR format. For example,
172.16.40.1/24

Name Connected Gateway Transport Zone Subnets P°"”ces status (D Alarms

v sfo01-wO1-vdsO1-tkgn N sfoOlwOltier! | Tier-1 v ¥ tkgs-overlay-tz v 172.16.40.1/24 N Set @

cip

Gateway Connectivity c @

SET DHCP CONFIG

Admin State o«
> L2 VPN

> Additional Settings

Description Descriptio Tags (s Tag Scope

NOTE - Before further configurations can be done, fill out mandatory fields ( * ) above and click Save.

SAVE CANCEL

/]

The following step is required only for Tanzu Kubernetes Grid management
network, shared services network, and workload network.

7. Click SET DHCP CONFIG.

DHCP Type field is set to Gateway DHCP Server and DHCP Profile is set to the profile created
while creating the tier-1 gateway.

1. Click Settings, select Enable DHCP Config, and enter the DHCP range and DNS server
information.
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Segment sfo01-wO01-vdsO1-tkgmanagement

DHCP Type* Gateway DHCP Server v @
IPv4 Server
Settings Options Static Bindings

DHCP Server Address 100.96.0.1/30

DHCP Ranges

99 Maximum | Format 172.16.14.10-
172.16.14.100 or 172.16.14.0/24

Lease Time (seconds) 86400

Value must be betweer
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1. Click Options and under Select DHCP Options, select GENERIC OPTIONS.

2. Click ADD GENERIC OPTION, add NTP servers (42) and Domain Search (119).

Set DHCP Config

Segment sfo01-wO1-vdsO1-tkgmanagement

DHCP Type* Gateway DHCP Server v @
IPv4 Server
Settings Options Static Bindings

Select DHCP Option GENERIC OPTIONS v

ADD GENERIC OPTION

Code

Domain Search (119)

NTP Servers (42)

X
DHCP Profile DHCP-Profile
IPV4 Gateway 172.16.40.1/24
DNS Servers
ter IP
€.9.10.10.10.10
X

DHCP Profile DHCP-Profile

Q, search

Values

sfoOl.rainpole.vmw

192.168.200.5

1-20f2

1. Click Save to create the logical segment.

Repeat steps 1-7 to create all other required overlay-backed segments. Once completed, you should see an

output similar to:
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Segments

NSX Distributed Port Groups Profiles

EXPAND ALL
Name Connected Gateway Transport Zone Subnets
> £ sfo01-wO1-vdsO1-alomanageme sfoOlwO1tier1 tkgs-overlay-tz | Overlay 172.16.10.1/24
> £ sfo01-wO1-vdsO1-tkgclustervip sfoOlwO1tier1 tkgs-overlay-tz | Overlay 172.16.80.1/24
> s sfo01-w01-vdsOl-tkgmanagem sfoO1wO1tierl tkgs-overlay-tz | Overlay 172.16.40.1/24
> £ sfo01-wO1-vdsO1-tkgshared sfoOlwO1tier1 tkgs-overlay-tz | Overlay 172.16.50.1/24
> &0 sfo01-wO1-vdsO1-tkgworkload sfoOlwO1tier2 tkgs-overlay-tz | Overlay 172.16.60.1/24
> £ sfo01-w01-vdsO1-tkgworkloadvip sfoOlwO1tier2 tkgs-overlay-tz | Overlay 172.16.70.1/24

Additionally, you can create the required inventory groups and firewall rules. For more information, see the
NSX Data Center Product Documentation.

Deploy and Configure NSX Advanced Load Balancer

NSX Advanced Load Balancer (ALB) is an enterprise-grade integrated load balancer that provides L4- L7
load balancer support.

NSX Advanced Load Balancer is deployed in Write Access Mode in the vSphere Environment backed by
NSX-T. This mode grants NSX Advanced Load Balancer controllers full write access to the vCenter or NSX
which helps in automatically creating, modifying, and removing service engines (SEs) and other resources
as needed to adapt to changing traffic needs.

The sample IP address and FQDN set for the NSX Advanced Load Balancer controllers are as follows:

Controller Node IP Address FQDN

Node 1 Primary 172.16.10.11 sfo0lalbctlrOla.sfo0l.rainpole.local
Node 2 Secondary 172.16.10.12 sfoOlalbctlrOlb.sfo0l.rainpole.local
Node 3 Secondary 172.16.10.13 sfoOlalbctlrOlc.sfo0l.rainpole.local
HAAddress 172.16.10.10 sfo0lalbctlr0l.sfo0l.rainpole.local

Deploy NSX Advanced Load Balancer

As a prerequisite, you must have the NSX Advanced Load Balancer 22.1.3 OVA downloaded and imported
to the content library. Deploy the NSX Advanced Load Balancer under the resource pool tkg-vsphere-alb-
components and place it under the folder tkg-vsphere-alb-components.

To deploy NSX Advanced Load Balancer, complete the following steps:

1. Log in to vCenter and navigate to Home > Content Libraries.

2. Select the content library under which the NSX-ALB OVA is placed.
3. Click on OVA & OVF Templates.
4

Right-click the NSX Advanced Load Balancer image and select New VM from this Template.
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5. On the Select name and folder page, enter a name and select a folder for the NSX Advanced Load
Balancer VM as tkg-vsphere-alb-components.
6. On the Select a compute resource page, select the resource pool tkg-vsphere-alb-components.
7. On the Review details page, verify the template details and click Next.
8. On the Select storage page, select a storage policy from the VM Storage Policy drop-down menu
and choose the datastore location where you want to store the virtual machine files.
9. On the Select networks page, select the network sfo01-w01-vds01-albmanagement and click
Next.
10. On the Customize template page, provide the NSX Advanced Load Balancer management network
details such as IP address, subnet mask, and gateway, and then click Next.
11.  On the Ready to complete page, review the provided information and click Finish.
Deploy OVF Template Ready to complete x

2

3

4

5

6

i 1
8 Ready to complete Storage mapping
All disks

1 Select an OVF template

Select storage

Review your selections before finishing the wizard

Vv Select a name and folder

) Name sfoOlalbctirOla.sfoOl.rainpole.vmw
Select a name and folder
Template name controller_shat
Select a compute resource Folder nsx-alb-components

v Select a compute resource

Review details

Resource nsx-alb-components

v Review details

Download size 4.3GB

Select networks

v Select storage

7 Customize template

Size on disk 128.0 GB

Policy: Management Storage policy - Thin; Datastore: vsanDatastore; Format: As
defined in the VM storage policy
v Select networks
Network mapping 1
Management sfo01-w01-vdsO1-albmanagement
IP allocation settings

IP protocol Pva

CANCEL FINISH

A new task for creating the virtual machine appears in the Recent Tasks pane. After the task is complete,
the NSX Advanced Load Balancer virtual machine is created on the selected resource. Power on the virtual
machine and give it a few minutes for the system to boot. Upon successful boot up, navigate to NSX
Advanced Load Balancer on your browser.

K

While the system is booting up, a blank web page or a 503 status code might appear.

NSX Advanced Load Balancer: Initial Setup

Once NSX Advanced Load Balancer is successfully deployed and running, navigate to NSX Advanced Load
Balancer on your browser using the URL https://<IP/FQDN> and configure the basic system settings:

1.

Set admin password and click on Create Account.
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VMware NSX ALB (Avi)

admin

........l

Email Address (Optional)

CREATE ACCOUNT

2. On the Welcome page, under System Settings, set backup passphrase and provide DNS
information, and then click Next.

v System Settings Let's get started with some basic questions

Passphrase™® @

DNS Resolver(s) @
192.168.200.10

DNS Search Domain @
sfo01.rainpole. vmw

NEXT

> Email/SMTP

> Multi-Tenant

3. Under Email/SMTP, provide email and SMTP information, and then click Next.
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> System Settings Let's get started with some basic questions

©

v Email/SMTP

None o Local Host SMTP Server Anonymous Server

From Address™ (@
admin@avicontroller net

NEXT

4. Under Multi-Tenant, configure settings as follows and click Save.
o |P Route Domain: Share IP route domain across tenants
o  Service Engines are managed within the: Provider (Shared across tenants)

o Tenant Access to Service Engine: Read

> System Settings Let's get started with some basic questions

@

>  Email/SMTP
©

v Multi-Tenant

IP Route Domain (@D
") Per tenant IP route domain @) Share IP route domain across tenants

Service Engines are managed within the @

) Tenant (Mot shared across tenants) ° Provider (Shared across tenants)

Tenant Access to Service Engine
° Read Access Mo Access

If you did not select the Setup Cloud After option before saving, the initial configuration wizard exits. The
Cloud configuration window does not automatically launch, and you are directed to a dashboard view on the
controller.

NSX Advanced Load Balancer: NTP Configuration

To configure NTP, navigate to Administration > System Settings > edit the System Settings and select
DNS/NTP. Add your NTP server details and then click Save.
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ﬁ You might also delete the default NTP servers.

Authentication Access DNS/NTP Email/SMTP Tenancy Mode DNS Services
DNS/NTP

DNS Resolver(s) @

162.168.200.10 X ®

Search Domain @
sfoO1.rainpole.vmw

NTP Authentication Keys (0)

Key Number Algorithm Key

We couldn’t find any objects!

NTP Servers (1)

Key Number Servers

Enter Key Numbe v 1921682005 o}

NSX Advanced Load Balancer: Licensing

This document focuses on enabling NSX Advanced Load Balancer using the license model: Enterprise
License (VMware NSX ALB Enterprise).

1. To configure licensing, navigate to Administration > Licensing, and click on the gear icon to
change the license type to Enterprise.
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vmw NSX-ALB

Applications  Operations Templates Infrastructure  Administration

«
® Licensing @
&, Accounts >
& Settings v
[Ed LicENnsE
Authentication/Authorizat..
Access Settings Controller Max Allowed (D)
1000
DNS/NTP
Reserved Licenses ()
Licensing 0
Email/SMTP

Tenancy Mode
Upload HSM Packages
DNS Service

Cloud Services

Enterprise with Cloud Services

Service Units Usage

Used Service Units

2. Select Enterprise Tier radio button as the license type and click Save.

Licensing

Enterprise with Cloud Services Tier (0/0 Service Core Licenses)

VMware NSX ALB Enterprise with Cloud Services.

Enterprise Tier (22 Service Core Licenses)

VMware NSX ALB Enterprise.

Basic Tier (0 Service Core Licenses)

VMware NSX ALB Basic (replacement for NSX LB).

Essentials Tier (0 Service Core Licenses)

VMware NSX ALB essentials for Tanzu.

3. Once the license tier is changed, apply the NSX Advanced Load Balancer Enterprise license key. If
you have a license file instead of a license key, apply the license by selecting the Upload a

License File option.

Licensing @

@ License key successfully applied.

ADD LICENSE

© Enter a License Key Upload a License File (lic)

License Key™ @

[Eq LIcENSE Enterprise

Service Units Usage

Used Service Units
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NSX Advanced Load Balancer: Controller High Availability

In a production environment, it is recommended to deploy additional controller nodes and configure the
controller cluster for high availability and disaster recovery. Adding 2 additional nodes to create a 3-node
cluster provides node-level redundancy for the controller and also maximizes performance for CPU-
intensive analytics functions.

ﬁ To run a 3-node controller cluster, you deploy the first node and perform the initial
configuration, and set the cluster IP address. After that, you deploy and power on two more
controller VMs, but you must not run the initial configuration wizard or change the admin
password for these controllers VMs. The configuration of the first controller VM is assigned
to the two new controller VMs.

The first controller of the cluster receives the Leader role. The second and third controllers work as the
Follower.

Complete the following steps to configure NSX Advanced Load Balancer cluster:

1. Log in to the primary NSX Advanced Load Balancer controller and navigate to Administrator >
Controller > Nodes, and then click Edit.

2. Specify Name and Controller Cluster IP, and then click Save. This IP address must be from the
NSX ALB management network.

EDIT CLUSTER D v

sfoOlalbctlrO1.sfoOl.rainpole.vmw

Genera

General

Name*
sfoO1albctir01.sfoO1.rainpole.vmw

Controller Cluster IP @
172.16.10.10

Cluster Node (1)

ADD

Node IP Hostname Public IP Address

172.16.10.11 172.16.10.11 S

3. Deploy the 2nd and 3rd NSX Advanced Load Balancer controller nodes by using steps in Deploy
NSX Advanced Load Balancer.
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4. Log into the primary NSX Advanced Load Balancer controller using the Controller Cluster IP/FQDN
and navigate to Administrator > Controller > Nodes, and then click Edit. The Edit Controller
Configuration popup appears.

5. In the Cluster Nodes field, enter the I[P address for the 2nd and 3rd controller, and then click Save.

EDIT CLUSTER | D v X

sfoOlalbctlrOl1.sfoOl.rainpole.vmw

Genera

General

Name™
sfoO1albctirO1.sfoO1.rainpole. vmw

Controller Cluster IP @
172.16.10.10

Cluster Node (3)

Node IP Hostname Public IP Address
17216101 sfoOlalbctirOla.sfoOl.rainpole. vmw
17216.10.12 sfoQlalbctirQ1b.sfoOlrainpole. vmw 2

172.16.10.13 sfoOlalbctirOlc.sfoOl.rainpole.vmw 174 i

After you complete these steps, the primary NSX Advanced Load Balancer controller becomes the
leader for the cluster and invites the other controllers to the cluster as members.

NSX Advanced Load Balancer then performs a warm reboot of the cluster. This process can take
approximately 10-15 minutes. You will be automatically logged out of the controller node where you
are currently logged in. On entering the cluster IP address in the browser, you can see details about
the cluster formation task.

Controller Initializing

The service is temporarily unavailable. The controller will be back in a few minutes. You will be

redirected when it is ready.
[ ]

The configuration of the primary (leader) controller is synchronized to the new member nodes when the
cluster comes online following the reboot. Once the cluster is successfully formed, you can see the
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following status:

vmw NSX-ALB admin Vo

Applications  Operations Templates  Infrastructure  Administration

«
Nodes eor

% Accounts >

& System Settings &) Controller Cluster

@ Cloud Services
Up(HA
[EA Licensing sfoO1albctiro1.sfoO1.rainpole.vmw ACtive)

£ Controller v Cluster IP
@ 172.16.10.10

Nodes (3)

Configuration Backup ’ @ Act
(&) User Credentials > Foll . Acti
() Support > 721 talbctl Fol @A
1
ﬁ In the following tasks, all NSX Advanced Load Balancer configurations are done by

connecting to the NSX Advanced Load Balancer Controller Cluster IP/FQDN.

NSX Advanced Load Balancer: Certificate Management

The default system-generated controller certificate generated for SSL/TSL connections will not have the
required subject alternate name (SAN) entries. Complete the following steps to create a controller
certificate:

1. Log in to the NSX Advanced Load Balancer controller and navigate to Templates > Security >
SSL/TLS Certificates.

2. Click Create and select Controller Certificate. You can either generate a self-signed certificate,
generate CSR, or import a certificate. For the purpose of this document, a self-signed certificate will
be generated.

3. Provide all required details as per your infrastructure requirements and in the Subject Alternate
Name (SAN) field, provide IP address and FQDN of all NSX Advanced Load Balancer controllers
including NSX Advanced Load Balancer cluster IP and FQDN, and then click Save.
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NEW CERTIFICATE (SSL/TLS) X

tkgvsphere-avi-cert

General Certificate
aeleidl

Name™

tkgvsphere-avi-cert

Type
Self Signed v

Certificate

Common Name*
sfoOtalbctirot.sfoO1.rainpole.local

Email
email@example.com

‘Organization Organization Unit

VMware VMware Engineering

Locality or City

Palo Alto
State Name or Province Country
ca us

Two letter country code

NEW CERTIFICATE (SSL/TLS)

General Certificate
Algorithm Key Size
RSA v 2048 Bits v

Days Until Expiration
365

Subject Alternate Name (SAN) (8) @

ADD

Name

sfoOlalbctlro1.sfoO1rainpole.vmw (i)
sfoOlalbctirOla.sfoOl.rainpole vmw (i)
sfoOlalbctirO1b.sfoO1.rainpole. vmw ]
sfoOlalbctir0lc.sfoO1.rainpole. vmw i)
172.16.10.10
172.16.10.1
172.16.10.12 (]

17216.10.13 (]

m tems per page 10 8 Tota

4. Once the certificate is created, capture the certificate contents as this is required while deploying
the Tanzu Kubernetes Grid management cluster. To capture the certificate content, click on the
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Download icon next to the certificate, and then click Copy to clipboard under Certificate.
EXPORT CERTIFICATE X

tkgvsphere-avi-cert

Configuration

Key @

o

P

COPY TO CLIPBOARD

Certificate

o

P

COPY TO CLIPBOARD

To replace the certificate, navigate to Administration > Settings > Access Settings, and click the
pencil icon at the top right to edit the system access settings, and then replace the SSL/TSL
certificate and click Save.

+ System Access Settings -

HTTPS Port* HTTP Port *

HTTPS Access to System HTTP Access to System
* If modified, please re-login at the new port number.
Redirect HTTP to HTTPS [ Allow Basic Authentication
SSL Profile Allowed Ciphers
System-Standard-Portal v aes128-ctr, aes256-ctr
SSLITLS Certificate Allowed HMACs

o h ha2-51 h h hmac-sha2-512

Secure Channel SSL/TLS Certificate

System-Default-Secure-Channel-Cert % A

Log out and log in to NSX Advanced Load Balancer.

Create Credentials

NSX Advanced Load Balancer requires credentials of VMware NSX and vCenter Server to authenticate with
these endpoints. These credentials need to be created before configuring NSX Cloud.

To create a new credential, navigate to Administration > User Credentials and click Create.

Create NSX Credential: Select the Credential Type as NSX-T from the drop-down menu, and
provide a name for the credential. Under the section NSX-T Credentials, specify the username and
password that NSX Advanced Load Balancer will use to authenticate with VMware NSX.
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nsxt-creds
General NSX-T Credentials

General

Name*
nsxt-creds

Credentials Type

NSX-T Credentials

Username™ @
admin

Password™ @

1. Create vCenter Credential: Select the Credential type as vCenter from the drop-down menu and
provide a name for the credential. Under the section vCenter Credentials, specify the username and
password that NSX Advanced Load Balancer will use to authenticate with the vCenter server.

vcenter-creds

General vCenter Credentials

General

Name™
vecenter-creds

Credentials Type

vCenter Credentials

Username™® (D)
administrator@vsphere.local

Password™

Create NSX Cloud and Service Engine Groups

NSX Advanced Load Balancer can be deployed in multiple environments for the same system. Each
environment is called a cloud. The following procedure provides steps to create a VMware NSX cloud. As
per the architecture, two service engine (SE) groups will be created.

Service Engine Group 1: Service engines associated with this service engine group hosts:

* Virtual services that load balances control plane nodes of Management Cluster and Shared
services cluster.
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* Virtual services for all load balancer functionalities requested by Tanzu Kubernetes Grid
management cluster and Shared services cluster.

Service Engine Group 2: Service engines part of this service engine group hosts virtual services that load
balances control plane nodes and virtual services for all load balancer functionalities requested by the
workload clusters mapped to this SE group.

[

- Based on your requirements, you can create additional SE groups for the workload
clusters. - Multiple workload clusters can be mapped to a single SE group. - A Tanzu
Kubernetes Grid cluster can be mapped to only one SE group for application load balancer
services. - Control plane VIP for the workload clusters will be placed on the respective
Service Engine group assigned through AKO Deployment Config (ADC) during cluster
creation.

For information about mapping a specific service engine group to Tanzu Kubernetes Grid workload cluster,
see Configure NSX Advanced Load Balancer in Tanzu Kubernetes Grid Workload Cluster.

The following components are created in NSX Advanced Load Balancer.

Object Sample Name
NSX Cloud sfo01w01vc01
Service Engine Group 1 sfo01mO01segroup01
Service Engine Group 2 sfo01w01segroup01

1. Log in to NSX Advanced Load Balancer and navigate to Infrastructure > Clouds > Create > NSX-
T Cloud.

vmw NSX-ALB

& Dashboard O Name Type st
& Clouds
© Cloud Resources >

© esLe >

2. Enter cloud name and provide a object name prefix. Click CHANGE CREDENTIALS to connect
NSX Advanced Load Balancer with VMware NSX.
NEW CLOUD X

sfo0TwO1vcO1l
Genera NSX-T IPAM/DNS

Name*
sfo0Tw01vcO1

Type* @

Changing the Cleud type is only supported from the Clouds page by clicking ‘Canvert Cloud Type
DHCP @

Object Name Prefix* @
tkansx
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3. Specify NSX-T Manager Address and select the NSX-T credential that you created earlier.

Set NSX-T Credentials X

NSX-T Manager Address™ (@

sfo0lnsxctir0l.sfoOlrainpole local

NSX-T Manager Credentials® (D

nsxt-creds W

CAMCEL CONNECT

4. Under the Management Network pane, select the following options:

o

Transport Zone: Overlay transport zone where you connected your NSX Advanced Load
Balancer management network.

Tier-1 Router: Tier-1 gateway where Advanced Load Balancer management network is
connected.

Overlay Segment: Logical segment that you have created for Advanced Load Balancer
management.

5. Under the Data Networks pane, select the following:

o

Transport Zone: Overlay transport zone where you connected your Tanzu Kubernetes Grid
VIP networks.

Tier-1 Router: Tier-1 gateway sfo01wO01tier1 TKG Cluster VIP network is connected.
Overlay Segment: Logical segment that you have created for TKG Cluster VIP Network.

Tier-1 Router: Tier-1 gateway sfo01wO01tier2 where TKG Workload VIP Network is
connected.

Overlay Segment: Logical segment that you have created for TKG Workload VIP Network.
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EDIT CLOUD

sfoO1wO1vcO1
General NSX-T IPAM/DNS

Tier1 Logical Router™ @
sfoO1wOitier1

Overlay Segment @
sfo01-w01-vdsOl-albmanagement ® v

Data Networks

Transport Zone* @
tkgs-overlay-tz (Overlay) v

Data Network Segment(s)*

ADD
Logical Router Overlay Segment
sfoO1wOitiert v sfo01-wO1-vdsO1-tkgclustervip ® v
sfoO1wOitier2 v sfo01-wO1-vdsO1-workloadvip ® v
| tems per page 10 2 Tota

For a single VIP network architecture, do not add sfo01w01tier2 tier-1 gateway under Data
Network Segments and associated Overlay Segment. TKG Workload cluster will use the
TKG Cluster VIP for both control plane and data plane network.

Under vCenter Servers pane, click ADD.

vCenter Servers (0)*

Name URL
We couldn’t find any objects!

m ltems per page 10

Specify a name for the vCenter server and click CHANGE CREDENTIALS to connect NSX
Advanced Load Balancer with the vCenter server.
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NEW VCENTER SERVER >

sfoO0lwO1vecOl

General

Name™ (D
sfo01wOIveo]

Credentials

vCenter Address ()

Not Set

vCenter Credentials @

Not Set

CHANGE CREDENTIALS

Content Library * @

Connect credentials to populate Content Libraries

Select the vCenter server from the drop down and select the vCenter credential which you have
created earlier.

Set vCenter Server Credentials X

vCenter Address™ (D)
192.168.100.200 v

vCenter Credentials® (D
vcenter-creds v

CANCEL CONNECT

Select the Content Library where Service Engine templates will be stored by NSX Advanced Load
Balancer.

ke
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sfoOTwO1vcO1

General

Name™ @
sfoOTwOTvcOl

Credentials

vCenter Address (D)
192.168.100.200

vCenter Credentials (@
veenter-creds

CHANGE CREDENTIALS

Content Library ¥ @
sfo0Twoicion

Leave the IPAM/DNS profile section empty as this will be populated later, once you have created
the profiles. Click SAVE to finish the NSX-T cloud configuration.

IPAM/DNS

IPAM Profile (@

DNS Profile (I)

DNS Resolvers (0) @

ADD
Name
We couldn't find any objects!
1 ems per page 10
CANCEL ‘ SAVE
Ensure that status of the NSX-T cloud is Green post creation.
vmw NSX-ALB admin £
&
Dashboard [Jv Name = Type status
& Clouds
Default-Cloud No Orchestrator [ ] 78 0P+
@ cloud Resources >
© csts N sfo0TWOIvCO1 NSX-T Cloud [ ] g

Create a service engine group for Tanzu Kubernetes Grid management clusters:
1. Click on the Service Engine Group tab.
2. Under Select Cloud, choose the cloud created in the previous step, and click Create.

Enter a name for the Tanzu Kubernetes Grid management service engine group and set the

following parameters:
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Parameter

High availability mode
VS Placement
Memory per Service Engine

vCPU per Service Engine

Use the default values for the rest of the parameters.

NEW SERVICE ENGINE GROUP D v

sfoOImO1segroupO1

General Placement Resources Scope Security Logs

General

Name™
sfo0ImO1segroupO1

Cloud
sfo01wO1vcO1

Enable Real-Time Metrics @
Enable Per-app Service Engine Mode @

Service Engine Bandwidth Type @
SE Bandwidth Unlimited

Placement

High Availability Mode @
Active/Standby ° Active/Active N + M (buffer)

Service Engine

Number of Service Engines @ Buffer Service Engines @

Value

Active/Active
Compact

4

Tags

® v

Under Scope tab, Specify the vCenter server endpoint by clicking on the Add option.
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NEW SERVICE ENGINE GROUP D v X
sfoOTmO1segroupO1

General Placement Resources Scope Security Logs

Scope

vCenter (0)

ADD

vCenter Server Service Engine Folder ID Host/Cluster Scope Data Store Scope

We couldn’t find any objects!

tems per page 10 0 Tota

Select the vCenter server from the dropdown, Service Engine Folder, vSphere cluster, and
datastore for service engine placement, and then click Save.

ADD VCENTER: SFOOTWO01VCO1

General Cluster HA Config
General

vCenter Server® @
sfo01wO1vcO1

Service Engine Folder @)
sfo01ImO1se (group-v270) ® v

Host/Cluster Scope Service Engine Within
Any Host @ Cluster

Cluster® @
© Include Exclude

sfod1wO1cluster01 X v

Data Store Scope for Service Engine Virtual Machine
Any @ Shared

Data Store™ @
© Include Exclude

vsanDatastora X v

9. Repeat steps 12 and 13 to create another service engine group for Tanzu Kubernetes Grid workload
clusters. Once complete, there must be two service engine groups created.
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vmw NSX-ALB admn v i 2

Applications  Operations Templates Infrastructure ~ Administration

€ Select Cloud:  sroomoncon o

@ Dashboard

& Clouds Service Engine Group

@ Cloud Resources v
CREATE Q

VRF Context

© GsLs >

Configure Network and IPAM Profile

As part of the cloud creation, NSX Advanced Load Balancer management and Tanzu Kubernetes Grid VIP

networks have been configured in NSX Advanced Load Balancer. Since DHCP was not selected as the IP

address management method in the cloud configuration, you have to specify pool of IP addresses that can
be assigned to the service engine NICs and the virtual services that will be created in future.

To configure IP address pools for the networks, perform the following steps:

1. Navigate to Infrastructure > Cloud Resources > Networks and select the cloud that you have
created earlier. Click on the Edit icon next for the network and configure as follows. Change the
provided details as per your SDDC configuration.

Network Name DHCP Subnet Static IP Pool

sfo01-w01-vds01-albmanagement No 172.16.10.0/24 172.16.10.100 - 172.16.10.200
sfo01-w01-vds01-tkgclustervip No 172.16.80.0/24 172.16.80.100 - 172.16.80.200
sfo01-w01-vds01-tkgworkloadvip No 172.16.70.0/24 172.16.70.100 - 172.16.70.200

Once the networks are configured, the configuration must look like the following image.
Select Cloud: = stomocor o

Network Profiles

CREATE Q

Name Discovered Subnets Configured Subnets Static IP Pools VRF Context

97/101] global S W v

4[98/101]

ﬁ For a single VIP network architecture, do not configure sfo01-w01-vds01-
tkgworkloadvip network. The sfo01-w01-vds01-tkgclustervip segment is used for
control plane and data network of TKG workload cluster.

2. Once the networks are configured, set the default routes for the networks by navigating to
Infrastructure > Cloud Resource > Routing.
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ﬁ - Ensure that VRF Context for sfo01-w01-vds0l-albmanagement network is set to
Global.

- Ensure that VRF Context for sfo01-w01-vds0l-tkgclustervip network is set to
NSX tier-1 gateway sfo0lw0ltierl.

- Ensure that VRF Context for sfo01-w01-vds01-tkgworkloadvip network is set to
NSX tier-1 gateway sfo01w0ltier2.

To set the default gateway for the asfo01-w01-vds01-albmanagement network, click ADD Static
Route under the global VRF context and set the default gateway to gateway of the NSX Advanced
Load Balancer management subnet.

EDIT VRF CONTEXT

global

General Static Route BGP Peering Gateway Monitor

General

Name™
global

Static Route
Subnets (1)
ADD

Gateway Subnet Next Hop

0.0.0.0/0 172.16.101 ]

To set the default gateway for the sfo01-w01-vds01-tkgclustervip network, click CREATE under
the tier-1 gateway VRF context and set the default gateway to gateway of the VIP network subnet.
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EDIT VRF CONTEXT

sfoOlwO1tier1

General Static Route BGP Peering Gateway Monitor

General

Name™
sfoO1wO1tierl

Bidirectional Forwarding Detection (BFD) @

Detection Multiplier @ Minimum Transmit Interval @ Minimum Receive Interval @

Enter Detection Multiplier Enter Minimum Transmit Interva Enter Minimum Receive Inter

Static Route

Subnets (1)
Gateway Subnet Next Hop
0.0.0.0/0 172.16.80.1 ii]

tems per page 10 1Tota

To set the default gateway for the sfo01-w01-vds01-tkgworkloadvip network, click Create under

the tier-1 gateway sfo01w01tier2 VRF context and set the default gateway to the gateway of the
VIP network subnet.

The final configuration is shown below:

Select Cloud: = stomoieor .

Virtual Routing & Forwarding (VRF) Context
o

Name BGP Peering Static Route Gateway Monitor

sfo01wOTtier!

Create IPAM Profile in NSX Advanced Load Balancer and Attach to Cloud

At this point, all the required networks related to Tanzu functionality are configured in NSX Advanced Load

Balancer. NSX Advanced Load Balancer provides IPAM service for TKG Cluster VIP, TKG Workload VIP
and NSX ALB management network.

Perform the following steps to create an IPAM profile, and attach it to the NSX-T cloud created earlier:

1. Log in to NSX Advanced Load Balancer and navigate to Templates > IPAM/DNS Profiles >
Create > IPAM Profile.
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vmw NSX-ALB

0o

CREATE v

Specify the following details, and then click Save.

Parameter Value

Name sfo01-w01-vcenter-ipam01
Type AVI Vintage IPAM

Cloud for Usable Networks sfo01w01vc01

Usable Networks sfo01-w01-vds01-management

sfo01-w01-vds01-tkgworkloadvip
sfo01-w01-vds01-tkgworkloadvip

EDIT IPAM/DNS PROFILE

sfo01-wO1-vcenter-ipam-01

Genera Avi Vantage

Name* @
sfo01-wO1-vcenter-ipam-01

Type* @

Avi Vantage

Allocate IP in VRF @

Cloud @

Usable Networks (3)

Network

For a single VIP network architecture, do not add sfo01-w01-vds01-tkgworkloadvip
network segment to the IPAM profile.

2. Click Create > DNS Profile and provide the domain name.
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sfo01-wO1-vcenter-dns-01

General Avi Vantage

General

Name™ (@)
sfo0l-wOl-vcenter-dns-01

Type* @

Avi Vantage
Default Record TTL for all domains (o)

30

DNS Service Domains (1)

Domain Name Override Record TTL

192.168.100.10 Enter Record TTL (Seconds ]

CANCEL SAVE

3. Attach the IPAM and DNS profiles to the NSX-T cloud:
1. Navigate to Infrastructure > Clouds.
2. Edit the sfo01w01vc01 cloud.

3. Under IPAM/DNS section, choose the IPAM and DNS profiles created earlier, and save the
updated configuration.
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EDIT CLOUD

sfoOTwO1vcO1

General NSX-T IPAM/DNS
ADD

74|
| | tems per page 0 Tota:
IPAM/DNS
IPAM Profile @
sfo01-wO1-vcenter-ipam-01 ® v
DNS Profile @
sfo071-wOl-veenter-dns-01 ® v

DNS Resolvers (0) @

ADD
Name

We couldn't find any objects!

tems per page 10 O Tota

Under the section DNS Resolvers, click ADD to add the DNS server that NSX-T cloud will use to
resolve the hostname or FQDN of the components that will be created later.

DNS Resolvers (0)
ADD
Name
We couldn’t find any objects!

ltems per page 10

Specify a name for the DNS and click ADD under Name Servers to add your infrastructure DNS
servers. Optionally, you can specify the TTL for the DNS.
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EDIT DNS RESOLVER X
infra-dns

General

General

Name*
infra-dns

Use Management (D)

Fixed TTL Minimum TTL @
Enter Fixed TTL 5
Name Servers (1)
Name Server IP
192.168.100.10] fi

This completes the NSX Advanced Load Balancer configuration. The next step is to deploy and configure a
bootstrap machine which will be used to deploy and manage Tanzu Kubernetes clusters.

Deploy and Configure Bastion Host

Bastion host is the physical or virtual machine where you download the required installation images or
binaries for Tanzu Kubemetes Grid installation from the Internet. The downloaded items then need to be
shipped to the bootstrap machine which is inside the air-gapped environment. The bastion host needs to
have a browser installed to download the binaries from the Internet.

The bastion host needs to be deployed with the following hardware configuration:
¢ CPU:1
¢ Memory: 4 GB
e Storage (HDD): 160 GB or greater.

ﬁ The following instructions are for CentOS 7. If you are using any other operating system for
your bastion host, change the commands accordingly.

Download Binaries Required for Configuring Bastion Host

1. Download Docker Engine and associated dependencies binaries using the steps provided below

### Create a directory for collecting docker installation binaries:
mkdir docker-binaries && cd docker-binaries
### Add docker repository to the yum command:

yum install yum-utils -y
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yum-config-manager --add-repo https://download.docker.com/linux/centos/docker-c

e.repo

### Download docker and associated dependencies:

yumdownloader --resolve docker-ce docker-ce-cli containerd.io docker-compose-pl

ugin

The yumdownloader command downloads the following binaries.

2. Download Harbor OVA from the Broadcom Support.
3. Download the NSX Advanced Load Balancer OVA from Broadcom Support.

4. Download Tanzu CLI, Kubectl, and the Kubernetes OVA images from the Tanzu Kubermnetes Grid
product download page. Tanzu CLI and plug-ins need to be installed on the bastion host and the
bootstrap machine.

5. Download the yq installation binary from mikefarah / yq GitHub repository.

Configure Bastion Host

1. Install Tanzu CLI.

tar -xvf tanzu-cli-linux-amdé64.tar

cd ./v0.90.1/

install tanzu-cli-linux amd64 /usr/local/bin/tanzu
chmod +x /usr/local/bin/tanzu

Run the tanzu version command to check that the correct version of tanzu is installed and
executable.

# tanzu version

version: v0.90.1
buildDate: 2023-06-29
sha: 8945351c

2. Install the Tanzu CLI plug-ins.

tanzu plugin group search

[i] Reading plugin inventory for "projects.registry.vmware.com/tanzu cli/plugin
s/plugin-inventory:latest", this will take a few seconds.

GROUP DESCRIPTION LATEST

vmware-tkg/default Plugins for TKG v2.3.0

tanzu plugin install --group vmware-tkg/default

i] Installing plugin 'isolated-cluster:v0.30.1' with target 'global'
Installing plugin 'management-cluster:v0.30.1' with target 'kubernetes'
Installing plugin 'package:v0.30.1'" with target 'kubernetes'

Installing plugin 'pinniped-auth:v0.30.1' with target 'global'

]

]

]

] Installing plugin 'secret:v0.30.1' with target 'kubernetes'

] Installing plugin 'telemetry:v0.30.1' with target 'kubernetes'
k

] successfully installed all plugins from group 'vmware-tkg/default:v2.3.0'
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#Accept EULA
tanzu config eula accept
[ok] Marking agreement as accepted.

3. Download the Images.
Before performing this step, ensure that the disk partition where you download the images has 45

GB of available space.

tanzu isolated-cluster download-bundle --source-repo <SOURCE-REGISTRY> --tkg-ve
rsion <TKG-VERSION> --ca-certificate <SECURITY-CERTIFICATE>

o  SOURCE-REGISTRY is the IP address or the hostname of the registry where the images
are stored.

o TKG-VERSION is the version of Tanzu Kubernetes Grid that you want to deploy in the
proxied or the air-gapped environment.

o  SECURITY-CERTIFICATE is the security certificate of the registry where the images are
stored. To bypass the security certificate validation, use —insecure, instead of —ca-
certificate. Both the strings are optional. If you do not specify any value, the system
validates the default server security certificate.

tanzu isolated-cluster download-bundle --source-repo projects.registry.vmware.c

om/tkg --tkg-version v2.3.0
The image bundle in the form of TAR files, along with the publish-images-fromtar.yaml file, is
downloaded. The YAML file defines the mapping between the images and the TAR files.
4. Download the Tanzu CLI plug-ins.

Download the plugin-inventory image along with all selected plug-in images as a tar.gz file on the
local disk of a machine which has internet access using the tanzu plugin download-bundle
command.

tanzu plugin download-bundle --group vmware-tkg/default:v2.3.0 --to-tar plugin_
bundle tkg latest.tar.gz

5. Copy the Files to the bootstrap Machine after bootstrap Machine deployment.

Copy the following files to the offline machine, which is the bootstrap machine in the proxied or air-
gapped environment, through a USB thumb drive or other medium: * The Image TAR files. * The
YAML files * Tanzu CLI plugins * Tanzu CLI, Kubectl & Carvel Tools - kbld, kapp, ytt and imgpkg

Install Harbor Image Registry

Install Harbor only if you don’'t have any existing image repository in your environment.

To install Harbor, deploy an operating system of your choice with the following hardware configuration:
e VvCPU: 4
¢ Memory: 8 GB
e Storage (HDD): 160 GB
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Follow the instructions provided in Deploy an Offline Harbor Registry on vSphere to deploy and configure
Harbor.

Note: This VM-based harbor deployment is only supported for hosting TKG system images in an internet-
restricted or air-gapped environment. To deploy a scalable and highly-available Harbor that can manage
large numbers of images for hosted apps in a production environment, deploy the Harbor package to TKG
clusters as described in Install Harbor for Service Registry in Creating and Managing TKG 2.3 Workload
Clusters with the Tanzu CLI.

Deploy and Configure Bootstrap Machine

The deployment of the Tanzu Kubemetes Grid management and workload clusters is facilitated by setting
up a bootstrap machine where you install the Tanzu CLI and Kubectl utilities which are used to create and
manage the Tanzu Kubernetes Grid instance. This machine also keeps the Tanzu Kubermnetes Grid and
Kubernetes configuration files for your deployments. The bootstrap machine can be a laptop, host, or server
running on Linux, macOS, or Windows that you deploy management and workload clusters from.

The bootstrap machine runs a local kind cluster when Tanzu Kubernetes Grid management cluster
deployment is started. Once the kind cluster is fully initialized, the configuration is used to deploy the
actual management cluster on the backend infrastructure. After the management cluster is fully configured,
the local kind cluster is deleted and future configurations are performed with the Tanzu CLI.

For this deployment, a Photon-based virtual machine is used as the bootstrap machine. For more
information about configuring a macOS or a Windows machine, see Install the Tanzu CLI and Other Tools.

The bootstrap machine must meet the following prerequisites:
¢ A minimum of 6 GB of RAM, 2-core CPU, 160 Storage GB.
¢ System time is synchronized with a Network Time Protocol (NTP) server.

¢ Docker and containerd binaries are installed. For instructions on how to install Docker, see the
Docker documentation.

¢ Ensure that the bootstrap VM is connected to Tanzu Kubernetes Grid management network,
sfo0l-w0l-vdsOl-tkgmanagement

To install Tanzu CLI, Tanzu Plug-ins, and Kubectl utility on the bootstrap machine, follow the instructions
below: 1. Copy Files to bootstrap Machine.

Copy the following files downloaded in Bastion Host through a USB thumb drive or other medium: * Image
TAR files * YAML files * Tanzu CLI Plugins

1. Copy following Linux CLI packages from Bastion Host to the bootstrap machine:
o VMware Tanzu CLI v0.90.1 for Linux
o kubectl cluster CLI v1.26.5 for Linux
o Carvel tools - kbld, kapp, ytt & imgpkg

2. Run the following commands to install Tanzu Kubemetes Grid CLI, kubectl CLIs, and Carvel tools:

## Install required packages
install tar, zip, unzip, wget

## Install Tanzu Kubernetes Grid CLI
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tar -xvf tanzu-cli-linux-amdé64.tar
cd ./v0.90.1/
install tanzu-cli-linux_amdé64 /usr/local/bin/tanzu

chmod +x /usr/local/bin/tanzu
## Verify Tanzu CLI version
# tanzu version

version: v0.90.1
buildDate: 2023-06-29
sha: 8945351c

3. Log in to the private registry on the offline machine.

docker login <URL>

docker login harbor.sfoOl.rainpole.vmw

Username: admin

Password:

WARNING! Your password will be stored unencrypted in /root/.docker/config.json.
Configure a credential helper to remove this warning. See
https://docs.docker.com/engine/reference/commandline/login/#credentials-store

Login Succeeded

ﬁ If your private registry uses a self-signed certificate, save the CA certificate of the
registry in /etc/docker/certs.d/registry.example.com/ca.crt

4. Upload the Images to the Private Registry.

tanzu isolated-cluster upload-bundle --source-directory <SOURCE-DIRECTORY> --de
stination-repo <DESTINATION-REGISTRY> --ca-certificate <SECURITY-CERTIFICATE>

o  SOURCE-DIRECTORY is the path to the location where the image TAR files are stored.

o DESTINATION-REGISTRY is the path to the private registry where the images will be
hosted in the air-gapped environment.

o SECURITY-CERTIFICATE is the security certificate of the private registry where the
images will be hosted in the proxied or the air-gapped environment.

Example:- t Example: tanzu isolated-cluster upload-bundle --source-directory /h
ome/test/tkg-images/ --destination-repo harbor.sfoOl.rainpole.vmw/tkgm-images -
-ca-certificate /etc/docker/certs.d/harbor.sfol0l.rainpole.vmw/harbor.sfo0l.rain

pole.vmw-ca.crt
5. Upload the CLI plug-ins bundle to harbor repository.

tanzu plugin upload-bundle --tar ./plugin bundle tkg latest.tar.gz --to-repo ha
rbor.sfo0l.rainpole.vmw/tkgm-images/
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6. Run tanzu plugin source command to set default discovery source to the images uploaded in
internal harbor registry.

tanzu plugin source update default --uri harbor.sfoOl.rainpole.vmw/tkgm-images/

plugin-inventory:latest

ﬁ You can skip step 4 and 5 if your Bastion host has direct access to the private
registry. You can directly upload the files from Bastion to the private registry.

7. Install the kubectl utility.

gunzip kubectl-linux-v1.26.5+vmware.2.gz
mv gunzip kubectl-linux-v1.26.5+vmware.2 /usr/local/bin/kubectl && chmod +x /us
r/local/bin/kubectl

Run the kubectl version --short=true to check that the correct version of kubec

tl is installed and executable.

8. Configure the environment variables.

In an air-gapped environment, if you run the tanzu init Or tanzu plugin sync commands, the
command hangs and times out after some time with the following error:

By default, the Tanzu global config file, config.yaml, which gets created when you first run tanzu
init command, points to the repository URL https://projects.registry.vmware.com to fetch the
Tanzu plugins for installation. Since there is no Internet in the environment, the commands fails
after some time.

To ensure that Tanzu Kubernetes Grid always pulls images from the local private registry, run the
Tanzu export command to add TKG CUSTOM IMAGE REPOSITORY to the global Tanzu CLI
configuration file, ~/.config/tanzu/config.yaml.

If your image registry is configured with a public signed CA certificate, set the following
environment variables:

export TKG_CUSTOM IMAGE REPOSITORY=custom-image-repository.io/yourproject

export TKG _CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY=false

If your registry solution uses self-signed certificates, also add
TKG_CUSTOM_IMAGE_REPOSITORY_CA_CERTIFICATE in base64-encoded format to the
global Tanzu CLI configuration file. For self-signed certificates, set the following environment
variables:

export TKG_CUSTOM IMAGE REPOSITORY=custom-image-repository.io/yourproject
export TKG CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY=false
export TKG _CUSTOM IMAGE REPOSITORY CA CERTIFICATE LSOt[...]tLSOtLQ==

# Example
root@photon-al7e54311cf [ ~ ]# export TKG_CUSTOM_IMAGE_ REPOSITORY=harbor.sfoOl.
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rainpole.vmw/tkgm-images

root@photon-al7e54311cf [ ~ ]1# export TKG_CUSTOM_IMAGE REPOSITORY_SKIP_TLS_VERI
FY=false
root@photon-al7e54311cf [ ~ 1# export TKG_CUSTOM_IMAGE_ REPOSITORY_CA CERTIFICAT

E=LSO0tLS1CRUdAJTiBDRVJUSUZJQOFURSOtLS0tCklJSUZnekNDQTJ1Z0F3SUJBZ01VUXhvVVV5VnpwU
V1kdUlXbStwL3dxZ0JDSFVrdORRWUpLblpJaHZjTkFRRUWKQIFBA1VURUXNQWtHQTFVRUJOoTUNRMDR4
RERBSOJnT1ZCQWANQTFCRIN6RVFNQTRHQTFVRUJ3d0hRbVZwU21sdQpaekVQTUEWROExXVUVDZ3dHVms
xM11YSmxNUkV3RHAZRFZRUUREQWhIJWVhKaWIzSkRRVEF1IRncweUl6QTRNRGN3Ck5gVTBOVGRhRncwek
16QTRNRFF3TmpVMESUZGEFNRkV4Q3pBSkInT1ZCQVIUQWtOTO1RA3dDZ11EVIFRSURBT1EKU1VzZeEVEQ
U9CZO5SWQkFJjTUIwSmxhVXBwYmljeER6QUSCZO5WQOkFvTUIsWk5kMkZ5WIRFUk1BOEABMVVEQXd3SQpT
ROZ5WW05eVEWRXAnZ01pTUEWRONTcUATSWIzZRFFFQkFRVUFBNE1DRHABA2dnSUtBb01DQVFDckFtajB
VR11UCjVobm50eTNIMVdkcUhIejBHbFphWVPpGQlhvQVhlWitZa21ljeXJhOFpFeVJCTFBKZVNOcldzMW
45dFplRUg2WDgKM3JJbzUwdzhrZTYwYU90OOU80VIVXZEXZKzYxYUxrN1pkNGkzcU9IQTVKSFUlcES5De
nUObThaQlF1lbUp2SzEFVSQpwQllONnFENGxSQUFVWEVzZWGZ0S24vRkJ4bGAdReTNhUjJ1Y0IzdXA5UndD
R11DLzAS5TVASZjErUmhja3ZvWEXRCmppUWx4aHZONFpxeG1l2b09KMi91bUorTHBGbENZaXBRVkKkNwWN3N
peVM1ZGIVRmwS5UIVWSFV1IRDhpdzgxKzZTaEEKenRpZXY1U20zbGEOUGw1cUU4VMOEVEJTUXRpMmQzUX
B2MO5IR0Z4UUNWMjVTM1IBVcWxPQ1Z0dDFtSHRIZEhSUQPpTOEN2SE9DV1czRHA5ZXB2Y3M4STJIJFY1U3M
OVQON3JKOEJtL21GQUFwd2FINXpjMmtxRGIJRcIMrTjhEeWFpcGY4Ckgxa3FFV1U2VmMEvVbCtjZHFSbkcl
ZWVmM21vT3dKMDBPa2ZgSWtCUExSOC91ZVADROR4RVEIRkZ1IRXhxSTdhNUIKcm1FK25vTTBIMFRQSFp
5Z3c4UnZVU3hQbGJI3MFZkVzASMHAQOHB3WGFGYVBPMmhtT21vVGJIiVkpkMVhgqaGRFZAoxXxWTdmQktYKz
16UUxjb3dlcmF5¢cDRaSULSTTINTZnRazZkc5bjErN3pmcVBpamVoTGdiUkUrcHVaalUQwbi9xUXIvC1INzO
WUSMXZQRIUZ2NW82V]jYVvL2Y5MVZmVHIRUMVIVOIWUWNubCtobGpPOVpUeHRRM1IVWRNU3TDRWT2RJIZ1JH
RTgKcDVJZEOQL1TDF1cW1ltTi8rTW5hckV3K2JFalc0ajF3cnFQUUIEQVFBOmM8xTXAVVEFkQmAOVkhRNEV
GZ1FVdEozbQpvR3RrcVJiVGl2ZFkzQWxnMTZUOWPpCZ3dId1l1EV1IwakJCZ3dGb0FVdEozbWIHAGtxUm
JUaXZkWTNBbGcxN1Q5CmpCZ3dEdLI1IEVIIWVEFRSCICQVV3QXAFQi96QUSCZ2txaGtpRz13MEJBUXNGQ
UFPQOFNRUFUMFBGcUduUjVRAEOKZm1PMTdwSmVDKOIwM3NOVG0ozS0VzZjUybmIXUnprWm9xNjMrRDZn
VURtU3FMMm1RSExRUyOWNWhadmIzZTFCTAPpDSXpEZmEF5¢cG14K2k3Mnl1IbVRRNGRBUWSNT2hCUm8 rMEN
VOGpZaOt4Tj11NINhOT1ERkKOYVESBblpzcEs4ZEVUCM1UaO0p2bH1HS2tyel1kNEFvczN3dU9uVESS5VW
xCK1FgOmI4TUVDc31MR2U4VGxIMk4vOFdwMFMySGl1QUHVNeU8KemJORUUrSWIXaWlgT11LRU44cH1UY
3plelVnZHpGcXJI3bjVKAWZSejdockVOMnESZG9sYmOVTGRNK3pnUHVZzZwo0a31lnVjlxWUSKcldvVExX
bEFJKNzRyOMFOZFpYM3BOV1IVGRGtjQ3JkSkloWFFESWAWUDNWa2xJZ21zUUhTU3IrCktJYSt5R1Ip3MUS
hODZML2ROdjNrR1ovN2VRMHNHVzVpS3R3VmY5UnBgqYTAXL3ZhTTAIOTdFWGNSSGZ2cHRxeFQKcjNOcn
FTOmZkT1JtNStXOVh3cORxND13dFAERE520HNDS2JrenI2Q0JHYUxXSHFGRWtCOHpiTG1JQVBYd2Vga
ApSOTh5TnY1ZjBzb01tZ1glR3REY2RMZjd3dGg0UGLlVvRG1oZklrRXVzd0twVGN1IWWo3clROSNFYTFEV2
b25§72kV0Ck93cytHa2c5L0ZHd0p6ZkIJ1YUNrNHVXbGwS5bC9JanZ6azdydkc0Z21VXa2tMvVi9SdmVzbF1l
EZV1SUXBnYzRybzgKdFFpMThvb3V4RGZuMT1SS2JPVINtNm5uT1lYwdz1lHd]jZiUGxgbj1lRaDBOMWJIOaU
xwZThJeWhGbOVPOFpVYTBnSApCZ29PbX1GZHQOVT1QclIvZTdNCcWZzM2tQV]jZkbmtzPQotLSOtLUVOR
CBDRVJUSUZJQOFURSOtLSOt

ﬂ If we reboot the VM , this setting will go to default

9. Install the Tanzu CLI plug-ins.

root@photon-al7e54311cf [ ~ ]# tanzu plugin group search
GROUP DESCRIPTION LATEST
vmware-tkg/default Plugins for TKG v2.3.0

oot@photon-al7e54311cf [ ~ 1# tanzu plugin install --group vmware-tkg/default
i] Installing plugin 'isolated-cluster:v0.30.1' with target 'global'

P

Plugin binary for 'isolated-cluster:v0.30.1' found in cache

Installing plugin 'management-cluster:v0.30.1' with target 'kubernetes'

SR

Installing plugin 'package:v0.30.1' with target 'kubernetes'

r
[
[
[
[
[
[

]
]
] Plugin binary for 'management-cluster:v0.30.1' found in cache
]
]

.

Plugin binary for 'package:v0.30.1' found in cache
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Installing plugin 'pinniped-auth:v0.30.1' with target 'global'
Plugin binary for 'pinniped-auth:v0.30.1' found in cache
Installing plugin 'secret:v0.30.1' with target 'kubernetes'
Plugin binary for 'secret:v0.30.1' found in cache

Installing plugin 'telemetry:v0.30.1' with target 'kubernetes'
Plugin binary for 'telemetry:v0.30.1' found in cache

successfully installed all plugins from group 'vmware-tkg/default:v2.3.0'

After installing the tanzu plug-ins, run the tanzu plugin 1ist command to check the plug-in

version and installation status.

Install Carvel tools.

Tanzu Kubernetes Grid uses the following tools from the Carvel open-source project:

(o]

ytt - a command-line tool for templating and patching YAML files. You can also use ytt to
collect fragments and piles of YAML into modular chunks for easy re-use.

kapp - the application deployment CLI for Kuberetes. It allows you to install, upgrade, and
delete multiple Kubernetes resources as one application.

kbld - an image-building and resolution tool.

imgpkg - a tool that enables Kubernetes to store configurations and the associated
container images as OCI images, and to transfer these images.

Install ytt.
gunzip ytt-linux-amdé64-v0.45.0+vmware.2.gz

chmod ugo+x ytt-linux-amd64-v0.45.0+vmware.2 && mv ./ytt-linux-amdé64-vO0.
45.0+vmware.2 /usr/local/bin/ytt

Run ytt --version to check that the correct version of ytt is installed and executable.
Install kapp.
gunzip kapp-linux-amd64-v0.55.0+vmware.2.gz

chmod ugo+x kapp-linux-amd64-v0.55.0+vmware.2 && mv ./kapp-linux-amdé64-v
0.55.0+vmware.2 /usr/local/bin/kapp

Run kapp --version to check that the correct version of kapp is installed and executable.

Install kbld.

gunzip kbld-linux-amd64-v0.37.0+vmware.2.gz

chmod ugo+x kbld-linux-amd64-v0.37.0+vmnware.2 && mv ./kbld-linux-amd64-v
0.37.0+vmware.2 /usr/local/bin/kbld

Run xbld --version to check that the correct version of kbld is installed and executable.

Install imgpkg.

gunzip imgpkg-linux-amdé64-v0.36.0+vmware.2.9z
chmod ugo+x imgpkg-linux-amd64-v0.36.0+vmware.2 && mv ./imgpkg-linux-amdé6
4-v0.36.0+vmware.2 /usr/local/bin/imgpkg
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Run imgpkg --version to check that the correct version of imgpkg is installed and
executable.

Install yq.
yq a lightweight and portable command-line YAML processor. Click here to download yq.

tar -zxvf yq linux_ amdé64.tar.gz

mv yq linux amd64 /usr/local/bin/

Run the yg -v command to check that the correct version of yq is installed and executable.
Run the following commands to start the Docker service and enable it to start at boot. Photon OS

has Docker installed by default.

## Check Docker service status

systemctl status docker

## Start Docker Service

systemctl start docker

## To start Docker Service at boot

systemctl enable docker
Execute the following commands to ensure that the bootstrap machine uses cgroup v1.

docker info | grep -1 cgroup

## You should see the following

Cgroup Driver: cgroupfs

Create an SSH key-pair.

This is required for Tanzu CLI to connect to vSphere from the bootstrap machine. The public key
part of the generated key will be passed during the Tanzu Kubernetes Grid management cluster
deployment.

### Generate public/Private key pair.
ssh-keygen -t rsa -b 4096 -C "email@Rexample.com"

### Add the private key to the SSH agent running on your machine and enter the

password you created in the previous step

ssh-add ~/.ssh/id_rsa

"

### If the above command fails, execute "eval $(ssh-agent) and then rerun the

command.

Make a note of the public key from the file $home/.ssh/id_rsa.pub. You need this while creating a
config file for deploying the Tanzu Kubernetes Grid management cluster.

If your bootstrap machine runs Linux or Windows Subsystem for Linux, and it has a Linux kernel
built after the May 2021 Linux security patch, for example Linux 5.11 and 5.12 with Fedora, run the
following command.
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sudo sysctl net/netfilter/nf conntrack max=131072

Import Base Image Template for Tanzu Kubernetes Grid Cluster
Deployment

Before you proceed with the management cluster creation, ensure that the base image template is imported
into vSphere and is available as a template. To import a base image template into vSphere:

1. Go to the Tanzu Kubernetes Grid downloads page and download a Tanzu Kubernetes Grid OVA for
the cluster nodes.

o For the management cluster, this must be either Photon or Ubuntu based Kubernetes
v1.26.5 OVA.

ﬁ Custom OVA with a custom Tanzu Kubernetes release (TKr) is also
supported, as described in Build Machine Images.

o For workload clusters, OVA can have any supported combination of OS and Kubernetes
version, as packaged in a Tanzu Kubernetes release.

ﬁ Ensure that you download the most recent OVA base image templates in the event
of security patch releases. You can find updated base image templates that
include security patches on the Tanzu Kubernetes Grid product download page.

2. In the vSphere client, right-click an object in the vCenter Server inventory and select Deploy OVF
template.

3. Select Local file, click the button to upload files, and go to the downloaded OVA file on your local
machine.

4. Follow the installer prompts to deploy a VM from the OVA.

5. Click Finish to deploy the VM. When the OVA deployment finishes, right-click the VM and select
Template > Convert to Template.

ﬁ Do not power on the VM before you convert it to a template.

6. If using non administrator SSO account: In the VMs and Templates view, right-click the new
template, select Add Permission, and assign the tkg-user to the template with the TKG role.

For more information about creating the user and role for Tanzu Kubernetes Grid, see Required Permissions
for the vSphere Account.

Management Cluster Configuration Template

The templates include all of the options that are relevant to deploying management clusters on vSphere.
You can copy this template and use it to deploy management clusters to vSphere.
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0 - The environment variables that you have set, override values from a cluster configuration
file. To use all settings from a cluster configuration file, unset any conflicting environment
variables before you deploy the management cluster from the CLI.

- Image repository configuration is very important details which will not be part of default
config file when we are creating from TKG UI.

- Insert the key avi nsxT T1LR. The value of this key is the tier-1 gateway where you
have connected the tkg management network network.

Fl mmmmmmm e e
#! Basic cluster creation configuration
I et e e e e L e e e L L Lt

CLUSTER_NAME:

CLUSTER_PLAN: <dev/prod>
INFRASTRUCTURE_PROVIDER: vsphere
ENABLE_CEIP_PARTICIPATION: <true/false>
ENABLE_AUDIT_LOGGING: <true/false>
CLUSTER CIDR: 100.96.0.0/11
SERVICE_CIDR: 100.64.0.0/13

# CAPBK_BOOTSTRAP_TOKEN_TTL: 30m

I et e T e G e L L L L L L ey
#! vSphere configuration
I e E L L LI L L e L

VSPHERE SERVER:

VSPHERE USERNAME :

VSPHERE PASSWORD:

VSPHERE DATACENTER:

VSPHERE RESOURCE_POOL:

VSPHERE DATASTORE:

VSPHERE_FOLDER:

VSPHERE NETWORK: <tkg-management-network>

VSPHERE_CONTROL_PLANE_ENDPOINT: #Leave blank as VIP network is configured in NSX ALB a
nd IPAM is configured with VIP network

# VSPHERE TEMPLATE:

VSPHERE_SSH_AUTHORIZED_KEY:
VSPHERE_TLS_THUMBPRINT:
VSPHERE_INSECURE: <true/false>
DEPLOY TKG ON VSPHERE7: true

It a a
#! Node configuration

SIZE:

CONTROLPLANE SIZE:
WORKER SIZE:
0S_NAME: ""
OS_VERSION: ""
0OS_ARCH: ""
VSPHERE NUM CPUS: 2

HH= H= H= I H = H
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VSPHERE DISK GIB: 40
VSPHERE MEM MIB: 4096

VSPHERE CONTROL PLANE NUM CPUS: 2
VSPHERE CONTROL PLANE DISK GIB: 40
VSPHERE CONTROL PLANE MEM MIB: 8192
VSPHERE WORKER NUM CPUS: 2

VSPHERE WORKER DISK GIB: 40

VSPHERE WORKER MEM MIB: 4096

HH= H FH= I H = H H

#! NSX Advanced Load Balancer configuration
I e e  a e aae E E L L Lt

AVI_ENABLE: true
AVI CONTROL PLANE HA PROVIDER: true

AVI CONTROLLER:

AVI USERNAME: ""

AVI PASSWORD: ""

AVI CLOUD NAME:

AVI SERVICE ENGINE GROUP:

AVI MANAGEMENT CLUSTER SERVICE ENGINE GROUP:
AVI DATA NETWORK:

AVI DATA NETWORK CIDR:

AVI MANAGEMENT CLUSTER VIP NETWORK NAME:
AVI MANAGEMENT CLUSTER VIP NETWORK CIDR:
AVI CA DATA B64: ""

AVI LABELS: ""

AVI NSXT T1LR: ™"

AVI DISABLE STATIC ROUTE_SYNC: true
AVI_ INGRESS DEFAULT INGRESS CONTROLLER: false

AVI_ INGRESS SHARD VS SIZE: ""

AVI_INGRESS SERVICE _TYPE: ""

AVI_ INGRESS NODE NETWORK LIST: ""

AVI NAMESPACE: "tkg-system-networking"

AVI_DISABLE_INGRESS_CLASS: true

AVI AKO_IMAGE PULL_POLICY: IfNotPresent

AVI_ADMIN_ CREDENTIAL NAME: avi-controller-credentials

AVI_CA NAME: avi-controller-ca

#AVI CONTROLLER VERSION:# Required for NSX Advanced Load Balancer (ALB)

#
#
#
#
#
#
#
#
#
#

Fl e
#! Image repository configuration
Fl e

TKG_CUSTOM IMAGE REPOSITORY: ""
TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY: false
TKG_CUSTOM IMAGE REPOSITORY CA CERTIFICATE: "'

I e e et
#! Machine Health Check configuration
A e e e L L e L e

ENABLE_MHC:
ENABLE MHC CONTROL PLANE: <true/false>
ENABLE MHC WORKER_NODE: <true/flase>

Bl m o m e

#! Identity management configuration

v2l.1l.x.
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IDENTITY MANAGEMENT TYPE: "none"

#! Settings for IDENTITY MANAGEMENT TYPE: "oidc"

# CERT_DURATION: 2160h

# CERT_RENEW_BEFORE: 360h

# OIDC_IDENTITY PROVIDER CLIENT_ ID:

# OIDC_IDENTITY PROVIDER CLIENT_ SECRET:

# OIDC_IDENTITY PROVIDER GROUPS CLAIM: groups

# OIDC_IDENTITY PROVIDER ISSUER_URL:

# OIDC_IDENTITY PROVIDER_SCOPES: "email,profile,groups"
# OIDC_IDENTITY PROVIDER USERNAME CLAIM: email

! Settings for IDENTITY MANAGEMENT TYPE: "ldap"
LDAP BIND DN:

LDAP BIND PASSWORD:

LDAP_HOST:

LDAP_USER SEARCH BASE DN:

LDAP USER SEARCH FILTER:

LDAP USER SEARCH USERNAME: userPrincipalName
LDAP_USER SEARCH ID ATTRIBUTE: DN

LDAP USER SEARCH EMAIL ATTRIBUTE: DN

LDAP USER SEARCH NAME ATTRIBUTE:

LDAP GROUP_ SEARCH BASE DN:

LDAP GROUP_ SEARCH FILTER:

LDAP GROUP_ SEARCH USER ATTRIBUTE: DN
LDAP_GROUP_SEARCH GROUP_ATTRIBUTE:

LDAP GROUP_ SEARCH NAME ATTRIBUTE: cn

LDAP ROOT CA DATA B64:

HH= H H= I H FH H H . H = H H = H I

To create the Management Cluster, run the following command:
tanzu management-cluster create --file config.yaml

e For afull list of configurable values and to know more about the fields present in the template file,
see Create a Management Cluster Configuration File.

¢ Create a file using the values provided in the template and save the file with the .yam1 extension. A
sample yaml file used for management cluster deployment is provided in the Appendix section for
your reference.

e After you have created or updated the cluster configuration file, you can deploy a management
cluster by running the tanzu mc create --file CONFIG-FILE command, where CONFIG-FILE iS
the name of the configuration file.

¢ The cluster deployment logs are streamed in the terminal when you run the tanzu mc create
command. The first run of tanzu mc create takes longer than subsequent runs because it has to
pull the required Docker images into the image store on your bootstrap machine. Subsequent runs
do not require this step, and thus the process is faster.

¢ While the cluster is being deployed, you will find that a virtual service will be created in NSX
Advanced Load Balancer and new SEs will be deployed in vCenter by NSX ALB and the service
engines will be mapped to the SE group sfo01m01segroup01l.

¢ Now, you can access the Tanzu Kubernetes Grid management cluster from the bootstrap machine
and perform additional tasks such as verifying the management cluster health and deploying the
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workload clusters, and so on.

* To get the status of the Tanzu Kubemnetes Grid management cluster, run the following command:

tanzu management-cluster get

root@photon- C 1f ~ ]# tanzu management-cluster get
NAME NAMESPACE STATUS CONTROLPLANE WORKERS KUBERNETES ROLES PLAN TKR
sfo01lw@1tkgmgmt®1 tkg-system running 3/3 3/3 v1.26.5+vmware.2 management prod v1.26.5---vmware.2-tkg.1

Details:

NAME READY SEVERITY REASON SINCE MESSAGE
/sfo01wd1tkgmgmtO1 12m
ClusterInfrastructure - 13m
ControlPlane - r 12m
Machine/sfo01wd1tkgmgmt®1-p8zqt-6j19q 13m
Machine/sfo01wB1tkgmgmtO1-p8zqt-7hpm7 13m
Machine/sfo01wB1tkgmgmtO1-p8zqt-smxks 13m

Workers

MachineDeployment/s fo@1wB1tkgmgmtO1-md-0-j7tpf 13m
Machine/sfo01w01tkgmgmt®1-md-0-j7tpf-6bc4bd7d88xd4pbp- fdxzf 13m
MachineDeployment/s fo01wB1tkgmgmtO1-md-1-ptpxc 13m
Machine/sfo01w@1tkgmgmt®1-md-1-ptpxc-5bbdf894d6xb54dz-gn5ss 13m
MachineDeployment/sfo01wB1tkgmgmtO1-md-2-96hnn 13m
Machine/sfo01wB1tkgmgmt®1-md-2-96hnn-c8db9bbd9x9np86-k51g2 13m

Providers:

NAMESPACE NAME TYPE PROVIDERNAME VERSION
caip-in-cluster-system ipam-in-cluster IPAMProvider in-cluster v0.1.0
capi-kubeadm-bootstrap-system bootstrap-kubeadm BootstrapProvider kubeadm vi.4.2
capi-kubeadm-control-plane-system control-plane-kubeadm ControlPlaneProvider kubeadm vi.4.2
capi-system cluster-api CoreProvider cluster-api v1.4.2
capv-system infrastructure-vsphere InfrastructureProvider vsphere vi.7.0

e Use kubectl get nodes command to get the status of the Tanzu Kubernetes Grid management
cluster nodes.

kubectl get nodes

ro to 1 |1# kubectl get nodes

NAME ROLES VERSION
sfo01wO1tkgmgmtO1-md-0-j7tpf-6bc4bd7d88xd4pbp-fdxzf <none> .26.5+vmware.
sfo01lwO1tkgmgmtO1-md-1-ptpxc-5bbdf894d6xb54dz-gn5ss <none> 3 .26.5+vmware.

sfo01lwO1tkgmgmtO1-md-2-96hnn-c8db9bbd9x9np86-k51g2 < e> .26.5+vmware.
sfo01wO1tkgmgmtO1-p8zqt-6j19q control-plane .26.5+vmware.
sfo01lwO1tkgmgmtO1-p8zqt-7hpm7 control-plane .26.5+vmware.
sfo01lwO1tkgmgmtO1-p8zqt-smxks control-plane .26.5+vmware.

The Tanzu Kubemetes Grid management cluster is successfully deployed and now you can proceed with
creating shared services and workload clusters.

Configure AKO Deployment Config (ADC) for Workload
Clusters

Tanzu Kubernetes Grid management clusters with NSX Advanced Load Balancer are deployed with 2
AKODeploymentConfigs.
e install-ako-for-management-cluster: default configuration for management cluster

e install-ako-for-all: default configuration for all workload clusters. By default, all the workload
clusters refer to this file for their virtual IP networks and service engine (SE) groups. This ADC
configuration does not enable NSX L7 Ingress by default.

As per this Tanzu deployment, create two more ADCs:

e tanzu-ako-for-shared: Used by shared services cluster to deploy the virtual services in TG
Mgmt SE Group and the loadbalancer applications in TKG Cluster VIP Network.
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e tanzu-ako-for-workload-L7-ingress: Use this ADC only if you would like to enable NSX
Advanced Load Balancer L7 ingress on workload cluster. Otherwise, leave the cluster labels empty
to apply the network configuration from default ADC install-ako-for-all.

Configure AKODeploymentConfig (ADC) for Shared Services Cluster

As per the defined architecture, shared services cluster uses the same control plane and data plane
network as the management cluster. Shared services cluster control plane endpoint uses TKG Cluster VIP
Network, application loadbalancing uses TKG cluster VIP Network and the virtual services are deployed
in sfo01m01segroup01 SE group. This configuration is enforced by creating a custom AKO Deployment
Config (ADC) and applying the respective avi raBeLs while deploying the shared services cluster.

The format of the AKODeploymentConfig YAML file is as follows:

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
finalizers:
- ako-operator.networking.tkg.tanzu.vmware.com
generation: 2
name: <Unique name of AKODeploymentConfig>
spec:
adminCredentialRef:
name: nsx-alb-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: nsx-alb-controller-ca
namespace: tkg-system-networking
cloudName: <NAME OF THE CLOUD in ALB>
clusterSelector:
matchLabels:
<KEY>: <VALUE>
controlPlaneNetwork:
cidr: <TKG-Cluster-VIP-CIDR>
Name: <TKG-Cluster-VIP-Network>
controller: <NSX ALB CONTROLLER IP/FQDN>
dataNetwork:
cidr: <TKG-Mgmt-Data-VIP-CIDR>
name: <TKG-Mgmt-Data-VIP-Name>
extraConfigs:
cniPlugin: antrea
disableStaticRouteSync: true
ingress:
defaultIngressController: false
disableIngressClass: true
nodeNetworkList:
- networkName: <TKG-Mgmt-Network>

serviceEngineGroup: <Mgmt-Cluster-SEG>

The sample AKODeploymentConfig with sample values in place is as follows. You must add the respective
NSX ALB label type=shared-services while deploying shared services cluster to enforce this network
configuration.

e cloud: sfo01w01lvc0l
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e service engine group: sfo01m0lsegroup0l
e Control Plane network: sfo01-w01-vds0l-tkgclustervip
e VIP/data network: sfo01-w01-vds0l-tkgclustervip

. Node NehNorkZsfoOl—wO1—vdsOl—tkgmanagement

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
generation: 3
name: tanzu-ako-for-shared
spec:
adminCredentialRef:
name: avi-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: avi-controller-ca
namespace: tkg-system-networking
cloudName: sfo0OlwOlvcOl
clusterSelector:
matchLabels:
type: shared-services
controlPlaneNetwork:
cidr: 172.16.80.0/24
name: sfo0l-wOl-vdsOl-tkgclustervip
controller: 172.16.10.10
controllerVersion: 22.1.3
dataNetwork:
cidr: 172.16.80.0/24
name: sfo0l-w0l-vdsOl-tkgclustervip
extraConfigs:
disableStaticRouteSync: false
ingress:
defaultIngressController: false
disableIngressClass: true
nodeNetworkList:
- networkName: sfoOl-wOl-vdsOl-tkgmanagement
networksConfig:
nsxtT1LR: /infra/tier-1s/sfo0lwOltierl

serviceEngineGroup: sfol0lmOlsegroupO1l

ﬁ For a single VIP Network Architecture, see Single VIP Nertwork Architecture - Shared
Service Cluster ADC file.

After you have the AKO configuration file ready, use the kubect1 command to set the context to Tanzu
Kubernetes Grid management cluster and create the ADC:

# kubectl config use-context sfol0lwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl
Switched to context "sfoOlwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl".

# kubectl apply -f ako-shared-services.yaml

akodeploymentconfig.networking.tkg.tanzu.vmware.com/tanzu-ako-for-shared created
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Use the following command to list all AKODeploymentConfig created under the management cluster:

# kubectl get adc

NAME AGE
install-ako-for-all 21h
install-ako-for-management-cluster 21lh
tanzu-ako-for-shared 113s

Configure AKO Deployment Config (ADC) for Workload Cluster to
Enable NSX ALB L7 Ingress with NodePortLocal Mode

VMware recommends using NSX Advanced Load Balancer L7 ingress with NodePortLocal mode for the L7
application load balancing. This is enabled by creating a custom ADC with ingress settings enabled, and
then applying the av: 1aBELS while deploying the workload cluster.

As per the defined architecture, workload cluster cluster control plane endpoint uses TKG Cluster VIP
Network, application loadbalancing uses TKG wWorkload VIP Network and the virtual services are deployed
in sfo01w0lsegroup0l SE group.

Below are the changes in ADC Ingress section when compare to the default ADC.
+ disablelngressClass: Set to false to enable NSX ALB L7 Ingress.
¢ nodeNetworkList: Provide the values for TKG workload network name and CIDR.
* serviceType: L7 Ingress type, recommended to use NodePortLocal
e shardVSSize: Virtual service size

The format of the AKODeploymentConfig YAML file for enabling NSX ALB L7 Ingress is as follows:

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
name: <unique-name-for-adc>
spec:
adminCredentialRef:
name: NSXALB-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: NSXALB-controller-ca
namespace: tkg-system-networking
cloudName: <cloud name configured in nsx alb>
clusterSelector:
matchLabels:
<KEY>: <value>
controller: <ALB-Controller-IP/FQDN>
controlPlaneNetwork:
cidr: <TKG-Cluster-VIP-Network-CIDR>
name: <TKG-Cluster-VIP-Network-CIDR>
dataNetwork:
cidr: <TKG-Workload-VIP-network-CIDR>
name: <TKG-Workload-VIP-network-CIDR>
extraConfigs:

cniPlugin: antrea

disableStaticRouteSync: false # required
ingress:
disableIngressClass: false # required
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nodeNetworkList: # required
- networkName: <TKG-Workload-Network>
cidrs:
- <TKG-Workload-Network-CIDR>
serviceType: NodePortLocal # required
shardvSSize: MEDIUM # required

serviceEngineGroup: <Workload-Cluster-SEG>

The AKODeploymentConfig with sample values in place is as follows. You should add the respective NSX

ALB label workload-17-enabled=true While deploying shared services cluster to enforce this network

configuration.
e cloud: sfo01w01vc0l
e service engine group: sfo0lw0lsegroup0l
e Control Plane network: sfo01-w01-vds0l-tkgclustervip
e VIP/data network: sfo01-w01-vds0Ol-tkgworkloadvip

¢ Node Network: sfo01-w01-vds0l-tkgworkload

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
generation: 3
name: tanzu-ako-for-workload-L7-ingress
spec:
adminCredentialRef:
name: avi-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: avi-controller-ca
namespace: tkg-system-networking
cloudName: sfo0lw0OlvcO1l
clusterSelector:
matchLabels:
workload-17-enabled: "true"
controlPlaneNetwork:
cidr: 172.16.80.0/24
name: sfo0l-wOl-vdsOl-tkgclustervip
controller: 172.16.10.11
controllerVersion: 22.1.3
dataNetwork:
cidr: 172.16.70.0/24
name: sfo0l-w0Ol-vdsOl-tkgworkloadvip
extraConfigs:
disableStaticRouteSync: true
ingress:
defaultIngressController: true
disablelIngressClass: false
serviceType: NodePortLocal
shardvSSize: MEDIUM
nodeNetworkList:
- networkName: sfo0Ol-wOl-vdsOl-tkgworkload
cidrs:
- 172.16.60.0/24
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networksConfig:
nsxtT1LR: /infra/tier-1s/sfo0lwOltier2
serviceEngineGroup: sfo0lwOlsegroupOl

ﬁ For a single VIP Network Architecture, see Single VIP Nertwork Architecture - Workload
Cluster ADC file.

Use the kubect1 command to set the context to Tanzu Kubernetes Grid management cluster and create
the ADC:

# kubectl config use-context sfo0lwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl
Switched to context "sfoOlwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl".

# kubectl apply -f workload-adc-17.yaml

akodeploymentconfig.networking.tkg.tanzu.vmware.com/tanzu-ako-for-workload-17-ingress
created

Use the following command to list all AKODeploymentConfig created under the management cluster:

# kubectl get adc

NAME AGE
install-ako-for-all 22h
install-ako-for-management-cluster 22h
tanzu-ako-for-shared 82m
tanzu-ako-for-workload-17-ingress 25s

Now that you have successfully created the AKO deployment config, you need to apply the cluster labels
while deploying the workload clusters to enable NSX Advanced Load Balancer L7 Ingress with the
NodePortLocal mode.

Deploy Tanzu Kubernetes Grid Shared Services Cluster

Each Tanzu Kubernetes Grid instance can have only one shared services cluster. Create a shared services
cluster if you intend to deploy Harbor.

The procedures for deploying a shared services cluster and workload cluster are almost the same. A key

difference is that for the shared service cluster you add the tanzu-services label to the shared services
cluster, as its cluster role. This label identifies the shared services cluster to the management cluster and
workload clusters.

Shared services cluster uses the custom ADC tanzu-ako-for-shared created earlier to apply the network
settings similar to the management cluster. This is enforced by applying the AVI_LABEL type:shared-
services While deploying the shared services cluster.

Deployment of the shared services cluster is done by creating a YAML file and invoking the tanzu cluster
create —-f <file-name> command. The YAML file used for shared services deployment is smaller
compared to the YAML used for the management cluster deployment because, you don’t need to define the
AVI fields except AvI CONTROL PLANE HA PROVIDER & AVI LABELS in the YAML.
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@ Image repository configuration is very important details.

A sample yaml for shared services cluster deployment is given below:

CLUSTER_NAME: sfo0OlwOltkgsharedO1l
CLUSTER_PLAN: prod
INFRASTRUCTURE_ PROVIDER: vsphere
ENABLE _CEIP_PARTICIPATION: "true"
ENABLE _AUDIT_LOGGING: "true"
CLUSTER CIDR: 100.96.0.0/11
SERVICE_CIDR: 100.64.0.0/13
VSPHERE_SERVER: sfo0lwOlvcOl.sfoOl.rainpole.local
VSPHERE_USERNAME: administrator@vsphere.local
VSPHERE PASSWORD: <encoded:Vk13YXJIMSE=>
VSPHERE DATACENTER: /sfo0lw01ldcO1l
VSPHERE_RESOURCE_POOL: /sfo0lw0ldcOl/host/sfo0lwOlcluster0l/Resources/tkg-sharedsvc-co
mponents
VSPHERE_DATASTORE: /sfo0lw0ldcOl/datastore/vsanDatastore
VSPHERE FOLDER: /sfo0lw0ldcOl/vm/tkg-sharedsvc-components
VSPHERE_NETWORK: /sfo0lw0ldcOl/network/sfo0l-w0l-vdsOl-tkgshared
VSPHERE_CONTROL_PLANE_ENDPOINT: #Leave blank as VIP network is configured in NSX ALB a
nd IPAM is configured with VIP network
VSPHERE SSH AUTHORIZED KEY: ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAACAQDrPgkVaPpNxHcKxukYro
V6LcCTuRKINDyygbsAr/P73jEeWIcC+SU4tRp0OZks2+BodulUDzdrsfm/Uq/0uj9LuzgqlZKAzA1iQ5DtipVzROg
eTuAXJVCMZCc6RPgQSZofLB0o1Is85M/IrBS200MALwjukMdwotKKFwL758151FVsKOT+MUSW/wJLKTv310KPObg
SRTMUQdQpoG70NcMNG2VkBMfgaK44cL7vT0/0Mv/Fmf3Z2d59Z2aWvX28ZmGEjRx8k0Omlj/0s61Y+kOv11IMTv8wcC
85rYusRuP2Uo5UM4kUTdhSTFasw6TLhbSWicKORPi3FYklvS70jkQFse2WsvmtFG5xyxE/rzDGHloud9g2bQ7T
x0rtWWoRCCC8S1/vzCigZfDOXwKXoOMPOKbcYHZxSA3zY21XB1lhNtZtyKlynnhr97EaWsm3b9fvhIMmKW5y1lkmk
7+4Bgql7frJ4bOOR4+hHv57Q8XFOYdLGQPGVO3RUFQwWFE6a0abqWAvmVmoh8+BmlGOfx7WYpp8hkyGOdtQz8ZJe
SOyMT6ztLHbY/WgDWEVKpf1dJy93w8fDmz3gXHpkpdnAOt4TiCfiz1Bk15Z2I03TLi4ELoFvso9Wel3dGC1HDDyY
vO0Dm87uaACC+fyAT5JPbZpAcCw8rm/yTuz8awtROLEzJUgNJIjX/50X7Bf45h9w== email@example.com
VSPHERE TLS_ THUMBPRINT: DC:FA:81:1D:CA:08:21:AB:4E:15:BD:2B:AE:12:2C:6B:CA:65:49:B8
VSPHERE_INSECURE: "false"
OS_NAME: photon
OS_VERSION: "3"
0S_ARCH: amd64
VSPHERE CONTROL_ PLANE NUM CPUS: 2
VSPHERE CONTROL_ PLANE DISK GIB: 40
VSPHERE CONTROL PLANE MEM MIB: 8192
VSPHERE WORKER NUM CPUS: 2
VSPHERE WORKER DISK GIB: 40
VSPHERE WORKER MEM MIB: 8192
AVI CONTROL PLANE HA PROVIDER: "true"
AVI LABELS: |

'type': 'shared-services'
ENABLE MHC: "true"
IDENTITY MANAGEMENT TYPE: "none"
TKG_CUSTOM_IMAGE REPOSITORY: harbor.sfo0Ol.rainpole.vmw/tkgm-images
TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY: false
TKG_CUSTOM IMAGE REPOSITORY CA CERTIFICATE: LSOtLSI1CRUAJTiBDRVJUSUZJQOFURSOtLSO0tCk1JSU
ZnekNDQTJ1Z0F3SUJBZ01VUXhvVVV5VnpwUV1kdUlXbStwL3dxZ0JDSFVrdORRWUpLblpJaHZjTkFRRUWKQ1FB
d1VURUXNQWtHQTFVRUJOoTUNRMDR4RERBSOJnT1ZCQWANQTFCRIN6RVENQTRHQTFVRUJ3d0hRbVZwU21sdQpaek
VQTUEWROExXVUVDZ3dHVmsxM11YSmxNUkV3RHAZRFZRUUREQWhJWVhKaWIzSkRRVEF1RncweUl6QTRNRGN3Ck5qg
VIBOVGRhRncwekl 6QTRNRFF3TmpVMESUZGFNRkV4Q3pBSkInT1ZCQVIUQWtOTO1RA3dDZ11EVIFRSURBT1EKUL
VzeEVEQUICZOSWQkFJTUIwSmxhVXBwYmljeER6QUSCZO05WQkFvTUJsWk5kMkZ5W1IRFUKk1IBOEdBMVVFQXd3SQpT
ROZ5WWO05eVEWRXANZ01lpTUEWRONTcUATSWIZRFFFQkFRVUFBNELIDRHABd2dnSUtBb01DQVFDckFtajBVR11UC]
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Vobm50eTNIMVdkcUhIejBHbFphWVPpGQlhvQVhlWitZza2ljeXJhOFpFeVICTFBKZVNOcldzMW45dFplRUg2WDgK
M3JJbzUwdzhrZTYwYU90OU80VIVXZExZKzYxYUxXxrN1pkNGkzcUSIQTVKSFULcE5DenUO0bThaQlF1bUp2SzFVSQ
PwQllONNFtNGxSQUFVWEVzZWGZ0S24vRkJ4bGdReTNhUjJ1Y0IzdXA5UndDR1I1IDLZzASTVASZjErUmhja3ZviWExR
CmppUWx4aHZONFpxeG1l2b09KM1i91bUorTHBgbENZaXBRVKNWN3NpeVM1ZGIVRmwS5ULVWSFV1IRDhpdzgxKzZTakE
EKenRpZXY1U20zbGEOUGw1cUU4VmMIEVEJTUXRpMmQzUXB2MO5IR0Z4UUNWMjVTM1IBVcWxPQ1lZ0dDFtSHRJZEhS
UQpTOEN2SE9DV1czRHA5ZXB2Y3M4STIJFY1U3MOVQON3JKOEJtL21GQUFwd2F1INXpjMmtxRGIJRc1IMrTjhEeWFpcG
Y4Ckgxa3FFV1U2VmMEvVbCtjZHFSbkclZWVmM21vT3dKMDBPa2ZgSWtCUExSOC91ZVADROR4RVELRkZ1RXhxSTdh
NUIKcmlFK25vTITBJMFRQSFp5Z23c4UnZVU3hQbGI3MFZkVzZASMHAQOHB3WGFGYVBPMmMhtT21vVGJiVkpkMVhgaG
RFZAoxWTdmQktYKz16UUxjb3dlcmF5cDRaSULSTTNTZnRaZkc5bjErN3pmcVBpamVoTGdiUkUrcHVaaUQwbidx
UXIvCINzZOWUSMXZQRIU2NW82ViYVvL2Y5MVZMVHIRUMVIVOJWUWNuUbCtobGpPOVPpUeHRRM1IVWRNU3TDRWT2RJZ1
JHRTgKcDVJZE91ITDF1cW1ltTi8rTW5hckV3K2JFalc0ajF3cnFQUUIEQVFBOM8xXxTXAVVEFkQmMAOVKhRNEVGZ1FV
dEozbQpvR3RrcVJiVGl2ZFkzQWxnMTZUOWPCZ3dId1l1EV1IwakJCZ3dGb0FVAEozbWIHAGtxUmJUaXZkWTNBDLG
cxN1Q5CmpCZ3dEd11EVIIWVEFRSCOCQVV3Q0XdFQi96QU5CZ2txaGtpRz13MEJBUXNGQUFPQOFNRUFUMFBGcUdu
UjVRAEOKZm1PMTdwSmVDKOIWM3NOVG0ozS0VzZjUybmIXUnprWm9xNjMrRDZnVURtU3FMMm1IRSEXRUy9WNWhadm
IzZTFCTAPDSXpPEZmEF5cG14K2k3Mnl1IbVRRNGRBUWSNT2hCUM8 rMENVOGpZa0t4Tj11ININhOT1IERKkOYVESBblpz
cEs4ZEVUCm1UaOp2bH1HS2tyellkNEFvczN3dU9uVE8S5VWxCK1FgqQmI4TUVDc31MR2U4VGxIMk4vOFdwMFMySG
1QUHVNeU8KemJORUUrSWJIXaWlgT11LRU44cH1UY3plelVnZHpGcXJI3bjVKAWZSejdockVOMnESZG9sYmOvVTGRN
K3pnUHVzZwo0a31lnVjlxWU5KcldvVExXbFJKNzZRYyOmFOZFpYM3BOV1IVGRGtJQ3JkSk1oWFFESWAWUDNWa2xJZ2
1zUUhTU3IrCktJYSt5R1Ip3MUShODZML2ROdAjNrR1ovN2VRMHENHVZVPpS3R3VMY5UnNBgYTAXL3ZhTTALIOTAFWGNS
SGZ2cHRxeFQKciNOcnFTOmZkT1JtNStXOVh3cORxND13dFdERES520HNDS2JrenI2Q0JHYUxXSHFGRWtCOHpiTG
1JQVBYd2VgaApSOThS5TnY1ZjBzb01tZ1glR3REY2RMZjd3dGg0UGLlvRG10Zk1rRXVzd0twVGNIWWo3clROSnFEY
TFV2b25jZ2kV0Ck93cytHa2c5L0ZHd0p6Z2kI1IYUNrNHVXbGw5bC9JanZ6azdydkc0Z21VXa2tMVioSdmVzbF1EZV
1SUXBnYzRybzgKdFFpMThvb3V4RGZuMT1SS2JPVINtENm5uT1Ywdz1lHdjZiUGxgbj1lRaDBOMWJIOaUxwZThJdeWhG
bOVPOFPpVYTBNSAPpCZ29PbX1GZHQOVT1IQclIVZTANCWZzM2tQVjZkbmtzPQotLSOtLUVORCBDRVJUSUZJQOFURS
0tLsOt

To create Workload Cluster, run the following command:

tanzu cluster create --file config.yaml

Cluster creation takes approximately 15-20 minutes to complete. Verify the health of the cluster and

validate the cluster labels applied.

1. Connect to the Tanzu Management Cluster context and verify the cluster labels for the Shared
Service cluster.

## verify the Shared Service cluster creation

tanzu cluster list

NAME NAMESPACE STATUS CONTROLPLANE WORKERS KUBERNETES
ROLES PLAN TKR

sfo0lwOltkgshared0l default running 3/3 3/3 vl.26.5+vmware.
2 <none> prod v1.26.5---vmware.2-tkg.1l

## Connect to tkg management cluster

kubectl config use-context sfol0lwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl

## Add the tanzu-services label to the shared services cluster as its cluster r

ole. In the following command "sfo0lwOltkgshared0l” is the name of the shared s

ervice cluster

kubectl label cluster.cluster.x-k8s.io/sfo0lwOtkgshared0l cluster-role.tkg.tanz
u.vmware.com/tanzu-services="" --overwrite=true

cluster.cluster.x-k8s.i0o/sfo0lwOtkgshared0l labeled

## Validate AVI LABELS applied to shared serice cluster
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kubectl get cluster sfo0lwOtkgshared0l --show-labels
NAME PHASE AGE VERSION LABELS

sfo0lwOtkgsharedO1l Provisioned 105m cluster-role.tkg.tanzu.vmwa
re.com/tanzu-services=,networking.tkg.tanzu.vmware.com/avi=tanzu-ako-for-share
d, tanzuKubernetesRelease=v1.26.5---vmware.2-tkg.1l,tkg.tanzu.vmware.com/cluster-

name=sfo0lwOtkgshared0l, type=shared-services

2. Connect to admin context of the Shared Service cluster using the following commands and validate
the ako pod status.

## Use the following command to get the admin context of Service Service Cluste

r.
tanzu cluster kubeconfig get sfo0lwOtkgshared0l --admin

Credentials of cluster 'sfo0OlwOtkgsharedOl' have been saved
You can now access the cluster by running 'kubectl config use-context sfo0lwOtk
gshared0l-admin@sfo0lwOtkgshared0Ol’

## Use the following command to use the context of Shared Service Cluster
kubectl config use-context sfol0lwOtkgsharedOl-admin@sfo0lwOtkgsharedOl
Switched to context "sfo0OlwOtkgsharedO0l-admin@sfoOlwOtkgsharedO1l".

# Verify that ako pod gets deployed in avi-system namespace

kubectl get pods -n avi-system
NAME READY STATUS RESTARTS AGE
ako-0 1/1 Running 0 73m

# verify the nodes and pods status by running the command:
kubectl get nodes -o wide

kubectl get pods -A

Now, the shared services cluster is successfully created.

Deploy Tanzu Kubernetes Grid Workload Cluster

The workload cluster is deployed by using a YAML file similar to the shared services cluster YAML file but
customized for the workload cluster placement objects.

The following is a sample YAML for deploying the workload cluster:

CLUSTER CIDR: 100.96.0.0/11
SERVICE_CIDR: 100.64.0.0/13
CLUSTER_PLAN: prod
ENABLE_CEIP_PARTICIPATION: 'false'
ENABLE_MHC: 'true'

IDENTITY_ MANAGEMENT_TYPE: none
INFRASTRUCTURE_PROVIDER: vsphere
TKG_HTTP_PROXY_ ENABLED: 'false'
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AVI CONTROL PLANE HA PROVIDER: "true"
CLUSTER_NAME: sfo0OlwOltkgworkloadOl
DEPLOY TKG ON VSPHERE7: 'false'
OS_ARCH: amd64
0S_NAME: photon
0S_VERSION: "3"
AVI LABELS: |

'workload-17-enabled': 'true'
VSPHERE DATACENTER: /sfo01lw01ldcO1l
VSPHERE DATASTORE: /sfo0lw0ldcOl/datastore/vsanDatastore
VSPHERE FOLDER: /sfo0lw0ldcOl/vm/tkg-workloadOl-components
VSPHERE_INSECURE: "true"
VSPHERE_NETWORK: /sfo0lw0ldc0Ol/network/sfo0l-w0l-vdsOl-tkgworkload
VSPHERE PASSWORD: <encoded:Vk13YXJIMSE=>
VSPHERE RESOURCE_POOL: /sfo0lw0ldcOl/host/sfo0lwOlcluster0Ol/Resources/tkg-workloadOl-c
omponents
VSPHERE_SERVER: sfo0lwOlvcOl.sfoOl.rainpole.local
VSPHERE SSH AUTHORIZED KEY: ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAACAQDrPgkVaPpNxHcKxukYro
V6LcCTuRKINDyygbsAr/P73jEeWIcC+SU4tRpOZks2+BoduUDzdrsfm/Uq/0uj9LuzqlZKAzA1iQ5DtipVzROg
eTuAXJVCMZc6RPgQSZofLB01Is85M/IrBS200MALwjukMdwotKKFwL758151FVsKOT+MUSW/wJLKTv310KPObg
SRTMUQAQpoG70ONcMNG2VkBMfgaK44cL7vT0/0Mv/Fmf3Z2d592aWvX28ZmGEjRx8k0Omlj/0s61Y+kOv1IMTv8wc
85rYusRuP2Uo5UM4kUTdhSTFasw6TLhbSWicKORPi3FYklvS70JkQFse2WsvmtFG5xyxE/rzDGHloud9g2bQ7T
x0rtWWoRCCC8S1/vzCjgZfDOXwKXoMPOKbcYHZxSA3zY21XB1hNtZtyKlynnhr97EaWsm3b9fvhIMmKW5y1lkmk
7+4Bgl7frJ4bO0OR4+hHv57Q08XFOYdLGQPGVO3RUFQWFE6a0a6gqWAvMVmoh8+BmlGOfx7WYpp8hkyGOdtQz8ZJe
SOYyMT6ztLHbY/WgDwEvKpf1dJy93w8fDmz3gXHpkpdnAOt4TiCfiz1Bk15ZI03TLi4ELoFvso9Wel3dGC1HDDy
v0Dm87uaACC+fyAT5JPbZpAcCw8rm/yTuz8awtROLEZzJUgGNJIjX/50X7Bf45h9w== email@example.com
VSPHERE TLS THUMBPRINT: ""
VSPHERE USERNAME: administrator@vsphere.local
ENABLE AUDIT LOGGING: true
ENABLE DEFAULT STORAGE_ CLASS: true
ENABLE AUTOSCALER: false
VSPHERE_CONTROL PLANE NUM CPUS: 2
VSPHERE_CONTROL PLANE DISK GIB: 40
VSPHERE_CONTROL PLANE MEM MIB: 8192
VSPHERE WORKER_NUM_CPUS: 2
VSPHERE WORKER DISK_GIB: 40
VSPHERE WORKER_MEM MIB: 8192
WORKER_MACHINE_COUNT: 3
TKG_CUSTOM_IMAGE REPOSITORY: harbor.sfo0Ol.rainpole.vmw/tkgm-images
TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY: false
TKG_CUSTOM_ IMAGE REPOSITORY CA CERTIFICATE: LSOtLSI1CRUAJTiBDRVJUSUZJQOFURSOtLSO0tCk1JSU
ZnekNDQTJ1ZO0F3SUJBZ01VT2hDeStrNUtDRGRKSUL12QS9IV1ZXKzdiYUVrdORRWUpLblpJaHZjTkFRRUWKQ1FB
d1VURUxXNQWtHQTFVRUJOTUNRMDR4RERBSOJnT1ZCQWANQTFCRIN6RVENQTRHQTFVRUJ3d0hRbVZwU21sdQpaek
VQTUEWROExVUVDZ3dHVmsxM11YSmxNUkV3RHAZRFZRUUREQWhJWVhKaWIzSkRRVEF1RncweUl6QTNNVGd4Ck5qg
VXdORFZhRncwekl 6QTNNVFV4TmpVdOS5EVMENRkV4Q3pBSkInT1ZCQVIUQWtOTO1RA3dDZ11EVIFRSURBT1EKUL
VzeEVEQUI9CZOSWQkFJTUIwSmxhVXBwYmljeER6QUSCZO5S5WQkFvTUJIsWk5kMkZ5W1IRFUk1IBOEABMVVFEFQXd3SQpT
ROZ5WWO05eVEWRXANZ01lpTUEWRONTcUdATSWIzZRFFFQkFRVUFBNE1DRHABdA2dnSUtBb01DQVFDUVIWMFhQTWEF1C1
ZDQUS5SdUMzMFBEeERVMVFIRVRQAmUyQVhUQWsxVXkra09JOUpWQzFUek9RUW42YJFtbmNLUzBsM2cyR3JDNnUK
eFNKR25NNEJyMWxsalZwNHh5TU1LcndXdTVkZzRQZXBgempLeVFuaVNkcEx4TThOYnN1UOJjN3UOYWNHNWVRcg
pPxSHZRTy8zK0k1lcTI1SXEIMi9EaEZiSjdZbl1lVTTRuc2¢c3TUZEU2xXxgRNVIYTNTTytORms50FI5Sbmh3RnpOTXRY
CkFFM28rLOt3SjRITmwyRTIJGUHhOUWSNTDhMWG8WUWE4OXFCbXdjMmx6eGFCc1N3VDNpOW1IMQ2JLK0pabzAvZH
AKaXRWZGCcrZHNpZ1ldUcWRFekErMG12aCtlNW9iaG43UXo2VzIpb3pRMWZGCVRKZ09Jd1VFZ2srdG5SZWxhZFBF
Q0pKaUcvQVBncGdQY0Z1leDExeUFJYUdUNNRNOV1IPV3VMRkSmVIFCNTBzZVWRRZ1JaUlk5cUxheGluR1c2TWhDME
srCkFIcmgvUmxJa2g5cVEFVZImoxTUpLdFNrZzJBQVRRZ3RVWkY2TGlnei 9XK1p6aUOxOG1HY1pRU3UZzZUWVHWELS
LITIKWjF5VzcrTWhUQ2Q0ZHRi1iUl1FzRFBGZEhaazZVVXh10E40MjV4cTFBeG5PNCtSR3dBTGO96RSOYWk1lzbnNZaD
hiego5UHPpXSFIXN2ESUGJ1L116c2NDNEIQN1dJVIY4UGtWREPptKOxaelhDUUSIL2g1Y1lphSzZhSXU4d0ONLSG5K
dE42CnA4RUpsWkliZ3RTOE15eVJIqQStycUZ2QUtXS2tjYVEWUVAuWIB6MjBTVkOvYVg2bHN1bnBazZmpyS1RnV3
hUdncKSO01tTkQycONkVU91MnlkWHPpMVWRRUDBDb25VN3V3bnViUULEQVFBOM8xTXdVVEFkQmAOVKhRNEVGZ1FV
S1FGegpOcjdwYzZndHdOU1tCVXhudlhlTVYS5NHAIA11EV1IwakJCZ3dGb0FVS1FGek5yN3BjNmd0d05SK0JIVeG
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53WHVNClY5NHAEdI1EVIIWVEFRSCICQVV3QOXdFQi96QU5CZ2txaGtpRz13MEJBUXNGQUFPQOFNRUFEay85UjVD
Ykhrek8KZGdQbXFPVV1qUnVUcWdtcWdgbUlhM2VWNG51NzdmNGpRZWNwcnJJTzcrbklvNORrTHNBQURyNVdAjLO
xFATB1TAp2NO0c2U3Rsbzd6dVVpR1IVMbERvUndsaFRNMXdyRDBxcmNxendUTUFTWVh2dWxLOWgvUOS5ySEdmR2hJ
L1Q5TXBPCm11eS85WkY1ZmdOTC80b21vQO01PVXFkQ21uUWhCaEFGQWISYWUrNHI4dXkzcXB6VDQ2ZXVRY040Ym
VTczBoaFUKNNnpwRWpRUOSMW) JOUWRSPHhISW1IPT1pKZ1lpmYX1Za3Ard2hgqT3ZTLO9VAmSNROtNNklhckk4L3Qz
VVBhNHE1ZQpLVU9PS01Ma3RRWIA5a301VndZWmFuNk4yL010U09hT282z2dmx6b0ZXSCILAFdUZFhxcmppRmN6Um
FORE1XZEExXxCkJXR2xYcUJsUTAHWIRTazBHSzEL1cENJUU9QZTZ4dEprVWIGSnV4SDIS5TWItUWIMbFAQdE90ob11S
WKkhEWUpjMkcKem81SFVKkMO1hNnl1ROUMyS1ZzcGdXcFhYeWtsVmIPb0treVEvVWVorWUlrdGt5dDInaG52S1ZNTm
5PUXdCM2dpcgpBMVZTY29UUS82ZERECF14MytwVTZGSXpRAXgzdDRkZUZOWU82zd3BjSksrbS9PSUZFZ1NGbXdP
TFJONTMzULIRiCk94dzJKdzZPQO0tobz1l0TUZBNGR6CczBUS3R6NEIQUT1ITb2RxZD1sN1ZNbnprY1J1lcFdHdOwzQO0
JJRHBCA1FQNJAKWVQYdHAWRGEWSMZ3cExSAkS55WESXQXZZZUUydHEVTGI9ECcGl1lcnoyYUZHR3c1VDZsTDhwMXZY
eUdEYmw2bEVIawpJRXBQUWExWk8vVVW5HKzdUeEZ1OHhHV21YVXVFCcEQOPQotLSOtLUVORCBDRVJUSUZJQOFURS
0tLsOt

To create Workload Cluster, run the following command:

tanzu cluster create --file config.yaml

The Cluster creation takes 15-20 minutes to complete. Verify the health of the cluster and apply the labels.
9 After the Workload cluster is created, verify the cluster labels and ako pod status.

1. Connect to the Tanzu Management Cluster context and verify the cluster labels for the workload
cluster.

## verify the workload cluster creation

tanzu cluster list
NAME NAMESPACE STATUS CONTROLPLANE WORKERS KUBERNETES
ROLES PLAN TKR

sfo0lwOltkgsharedOl default running 3/3 3/3 v1.26.5+vmwar
e.2 <none> prod vl1.26.5---vmware.2-tkg.1l
sfo0lwOltkgworkload0l default running 3/3 3/3 vl.26.5+vmwar

e.2 <none> prod vl.26.5---vmware.2-tkg.1l

## Connect to tkg management cluster

kubectl config use-context sfol0lwOltkgmgmtOl-admin@sfoOlwOltkgmgmtOl
## Validate AVI_LABELS applied to workload cluster

kubectl get cluster sfoOlwOlworkloadOl --show-labels
NAME PHASE AGE VERSION LABELS

sfo0lwOltkgworkloadO1l Provisioned 105m networking.tkg.tanzu.vmw
are.com/avi=tanzu-ako-for-workload-17-ingress, tanzuKubernetesRelease=v1.26.5---
vmware.2-tkg.1l,tkg.tanzu.vmware.com/cluster-name=sfo0lwOltkgworkload0l,workload

-17-enabled=true

2. Connect to admin context of the workload cluster using the following commands and validate the
ako pod status.
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## Use the following command to get the admin context of workload Cluster.
tanzu cluster kubeconfig get sfo0lwOltkgworkload0l --admin

Credentials of cluster 'sfo0OlwOltkgworkload0l' have been saved

You can now access the cluster by running 'kubectl config use-context sfol0lwOlt
kgworkloadOl-admin@sfo0OlwOlworkloadOl"'

## Use the following command to use the context of workload Cluster
kubectl config use-context sfol0lwOltkgworkloadOl-admin@sfo0OlwOlworkloadOl
Switched to context "sfoOlwOltkgworkloadOl-admin@sfoOlwOlworkloadOl".

# Verify that ako pod gets deployed in avi-system namespace

kubectl get pods -n avi-system

NAME READY STATUS RESTARTS AGE

ako-0 1/1 Running 0 73m

# verify the nodes and pods status by running the command:
kubectl get nodes -o wide

kubectl get pods -A

You can see that the workload cluster is successfully deployed and the AKO pod is deployed on the cluster.
You can now deploy user-managed packages on this cluster.

Deploy User-Managed Packages
User-managed packages are installed after workload cluster creation. These packages extend the core
functionality of Kubernetes clusters created by Tanzu Kubernetes Grid.

Tanzu Kubernetes Grid includes the following user-managed packages. These packages provide in-cluster
and shared services to the Kubernetes clusters that are running in your Tanzu Kubernetes Grid
environment.

Installing and Managing Packages with the Tanzu CLI

Function Package Location
Certificate Management Cert Manager Workload and shared services cluster
Container registry Harbor Shared services cluster
Ingress control Contour Workload and shared services cluster
Log forwarding Fluent Bit Workload cluster
Monitoring Grafana Workload cluster

Prometheus

User-managed packages can be installed via CLI by invoking the tanzu package install command.
Before installing the user-managed packages, ensure that you have switched to the context of the cluster
where you want to install the packages.
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Also, ensure that the tanzu-standard repository is configured on the cluster where you want to install the
packages.

You can run the command tanzu package repository list -A to verify this. Also, ensure that the

repository status is Reconcile succeeded.

# Add Private Registry to the workload Cluster

tanzu package repository add tanzu-standard --url harbor.sfoOl.rainpole.vmw/tkgm-image

s/packages/standard/repo -n tkg-system

# tanzu package repository list -A

NAMESPACE
STATUS
tkg-system

andard/repo

NAME SOURCE

tanzu-standard (imgpkg)

Reconcile succeeded

#tanzu package available list -A

NAMESPACE
tkg-system
tkg-system
tkg-system
ook
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system
tkg-system

NAME
cert-manager.tanzu.vmware.com
contour.tanzu.vmware.com

external-csi-snapshot-webhook.tanzu.vmware.com

external-dns.tanzu.vmware.com
fluent-bit.tanzu.vmware.com
fluxcd-helm-controller.tanzu.vmware.com
fluxcd-kustomize-controller.tanzu.vmware.com
fluxcd-source-controller.tanzu.vmware.com
grafana.tanzu.vmware.com
harbor.tanzu.vmware.com
multus-cni.tanzu.vmware.com
prometheus.tanzu.vmware.com

whereabouts.tanzu.vmware.com

harbor.sfo0Ol.rainpole.vmw/tkgm-images/packages/st

DISPLAY-NAME
cert-manager
contour

external-csi-snapshot-webh

external-dns

fluent-bit

Flux Helm Controller

Flux Kustomize Controller
Flux Source Controller
grafana

harbor

multus-cni

prometheus

whereabouts

Install Cert Manager

The first package that you should install on your cluster is the cert-manager package which adds
certificates and certificate issuers as resource types in Kubemnetes clusters, and simplifies the process of
obtaining, renewing and using those certificates.

1. Capture the available Cert Manager package versions.

NAMESPACE NAME VERSION RELEASED-AT
tkg-system cert-manager.tanzu.vmware.com 1l.l.0+vmware.l-tkg.2 2020-11-24 1
8:00:00 +0000 UTC
tkg-system cert-manager.tanzu.vmware.com 1l.l.0+vmware.2-tkg.l 2020-11-24 1
8:00:00 +0000 UTC
tkg-system cert-manager.tanzu.vmware.com 1.1l.l+vmware.l-tkg.l 2023-01-11 1
2:00:00 +0000 UTC
tkg-system cert-manager.tanzu.vmware.com 1.5.3+vmware.2-tkg.1l 2021-08-23 1
7:22:51 +0000 UTC
tkg-system cert-manager.tanzu.vmware.com 1.5.3+vmware.4-tkg.1l 2021-08-23 1
7:22:51 +0000 UTC
tkg-system cert-manager.tanzu.vmware.com 1.5.3+vmware.7-tkg.1l 2021-08-23 1

7:22:51 +0000 UTC
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tkg-system cert-manager.tanzu.vmware.com 1.5.3+vmware.7-tkg.3 2021-08-23 1
7:22:51 +0000 UTC
tkg-system cert-manager.tanzu.vmware.com 1.7.2+vmware.l-tkg.1l 2021-10-29 1
2:00:00 +0000 UTC
tkg-system cert-manager.tanzu.vmware.com 1l.7.2+vmware.3-tkg.l 2021-10-29 1
2:00:00 +0000 UTC
tkg-system cert-manager.tanzu.vmware.com 1l.7.2+vmware.3-tkg.3 2021-10-29 1

2:00:00 +0000 UT

2. Install the cert-manager package.

Capture the latest version from the previous command. If there are multiple versions available, you
must check the “RELEASED-AT” to collect the version of the latest one. This document uses the
version 1.7.2+vmware.3-tkg.3 for installation.

The following command installs the cert-manager package:

tanzu package install cert-manager --package cert-manager.tanzu.vmware.com --na
mespace cert-manager-package --version <AVAILABLE-PACKAGE-VERSION>

# tanzu package install cert-manager --package cert-manager.tanzu.vmware.com --
namespace cert-manager-package --version 1.7.2+vmware.3-tkg.3

8:05:31AM: Creating service account 'cert-manager-cert-manager-package-sa'
8:05:31AM: Creating cluster admin role 'cert-manager-cert-manager-package-clust
er-role'

8:05:31AM: Creating cluster role binding 'cert-manager-cert-manager-package-clu
ster-rolebinding'

8:05:31AM: Creating overlay secrets

:05:31AM: Creating package install resource

:05:31AM: Waiting for PackagelInstall reconciliation for 'cert-manager'
:05:31AM: Fetch started (ls ago)

:05:32AM: Fetching

o © 0 o

| apiVersion: vendir.kl4s.io/vlalphal
| directories:
| - contents:
| - imgpkgBundle:
| image: harbor.sfoOl.rainpole.vmw/tkgm-images/packages/standard/
repo@sha256:cac4e2d8a3e98bel21a86e687b57d8058dba5f0ba240£3db5008bc85e5acO4ct
| path:
| path: "O"
| kind: LockConfig
|
8:05:32AM: Fetch succeeded
8:05:33AM: Template succeeded (ls ago)

3. Confirm that the cert-manager package has been installed successfully, and the status is

Reconcile succeeded.

1# tanzu package installed get cert-manager -n cert-manager-package

NAME : cert-manager

PACKAGE-NAME: cert-manager.tanzu.vmware.com
PACKAGE-VERSION: 1.7.2+vmware.3-tkg.3

STATUS: Reconcile succeeded
CONDITIONS: [{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:

Install Contour
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Contour is an open-source Kubernetes ingress controller providing the control plane for the Envoy edge and
service proxy. Tanzu Kubernetes Grid includes signed binaries for Contour and Envoy, which you can
deploy into workload clusters to provide ingress control services in those clusters.

After you have set up the cluster, you must first create the configuration file that is used when you install
the Contour package and then install the package.

Package installation can be customized by entering the user-configurable values in YAML format. Following
is an example YAML for customizing Contour installation:

infrastructure provider: vsphere
namespace: tanzu-system-ingress
contour:
configFileContents: {}
useProxyProtocol: false
replicas: 2
pspNames: "vmware-system-restricted"
logLevel: info
envoy:
service:
type: LoadBalancer
annotations: {}
nodePorts:
http: null
https: null
externalTrafficPolicy: Cluster
disableWait: false
hostPorts:
enable: true
http: 80
https: 443
hostNetwork: false
terminationGracePeriodSeconds: 300
loglevel: info
pspNames: null
certificates:
duration: 8760h

renewBefore: 360h

For a full list of user-configurable values, see Configure the Contour Extension.

1. Capture the available Contour package versions.

# tanzu package available list contour.tanzu.vmware.com -A

NAMESPACE NAME VERSION RELEASED-AT
tkg-system contour.tanzu.vmware.com 1.24.4+vmware.l-tkg.l 2023-04-28 00:00:0
0 +0000 UTC

Capture the latest version from the previous command. If there are multiple versions available,
check the “RELEASED-AT” to collect the version of the latest one. This document makes use of
version 1.24.4+vmware.1-tkg.1 for installation.

2. Install the Contour package.
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tanzu package install contour --package contour.tanzu.vmware.com --version <AVA
ILABLE-PACKAGE-VERSION> --values-file <path to contour-data-values.yaml> --name

space tanzu-contour-ingress

# kubectl create namespace tanzu-system-ingress
# kubectl create namespace tanzu-contour-ingress
# tanzu package install contour --package contour.tanzu.vmware.com --version 1.
24 .4+vmware.l-tkg.1l --values-file contour-data-values.yaml --namespace tanzu-co

ntour-ingress

8:12:04AM: Creating service account 'contour-tanzu-contour-ingress-sa'
8:12:04AM: Creating cluster admin role 'contour-tanzu-contour-ingress-cluster-r
ole'

8:12:04AM: Creating cluster role binding 'contour-tanzu-contour-ingress-cluster

-rolebinding’

8:12:04AM: Creating secret 'contour-tanzu-contour-ingress-values'
8:12:04AM: Creating overlay secrets

8:12:04AM: Creating package install resource

8:12:04AM: Waiting for PackageInstall reconciliation for 'contour'
8:12:04AM: Fetch started (ls ago)

8:12:05AM: Fetching

| apiVersion: vendir.kl4s.io/vlalphal

| directories:

| - contents:

| - imgpkgBundle:

| image: harbor.sfoOl.rainpole.vmw/tkgm-images/packages/standard/
repo@sha256:20db584c146086a789%9ab29e3e£d24a8b406054a945607322abd134£38c603013

| path:

| path: "0O"

| kind: LockConfig

|
8:12:05AM: Fetch succeeded
8:12:06AM: Template succeeded

3. Confirm that the Contour package has been installed and the status is Reconcile succeeded.

# tanzu package installed get contour --namespace tanzu-contour-ingress
NAME : contour

PACKAGE-NAME : contour.tanzu.vmware.com

PACKAGE-VERSION: 1.24.4+4vmware.l-tkg.1l

STATUS: Reconcile succeeded

CONDITIONS: [{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:

Install Harbor

Harbor is an open-source container registry. Harbor Registry may be used as a private registry for container
images that you want to deploy to Tanzu Kubernetes clusters.

Tanzu Kubernetes Grid includes signed binaries for Harbor, which you can deploy into:
* Aworkload cluster to provide container registry services for that clusters.

¢ A shared services cluster to provide container registry services for other Tanzu Kubernetes
(workload) clusters.
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When deployed as a shared service, Harbor is available to all of the workload clusters in a given Tanzu
Kubemetes Grid instance.

Follow this procedure to deploy Harbor into a workload cluster or a shared services cluster.
1. Confirm that the Harbor package is available in the cluster and retrieve the version of the available

package.

# tanzu package available list harbor.tanzu.vmware.com -A

NAMESPACE NAME VERSION RELEASED-AT
tkg-system harbor.tanzu.vmware.com 2.8.2+vmware.2-tkg.l 2023-06-08 10:18:00
+0000 UTC

2. Create a configuration file named harbor-data-values.yaml by executing the following
commands:

image url=$ (kubectl -n tkg-system get packages harbor.tanzu.vmware.com.2.8.2+vm

ware.2-tkg.l -o jsonpath='{.spec.template.spec.fetch[0].imgpkgBundle.image}")

imgpkg pull -b $image url -o /tmp/harbor-package --registry-ca-cert-path /etc/d

ocker/certs.d/harbor.tanzu.lab/ca.crt

cp /tmp/harbor-package/config/values.yaml harbor-data-values.yaml

3. Set the mandatory passwords and secrets in the harbor-data-values.yaml file.

bash /tmp/harbor-package/config/scripts/generate-passwords.sh harbor-data-value

s.yaml
4. Edit the harbor-data-values.yaml file and configure the values for the following mandatory
parameters:
°© namespace
o port
o harborAdminPassword
o secretKey

You can also change the values for other parameters to meet the requirements for your
deployment. For the full list of the user-configurable values, see
[https://techdocs.broadcom.com/us/en/vmware-tanzu/cli/tanzu-packages/latest/tnz-
packages/packages-harbor-mc.html#deploy).

5. Remove the comments in the harbor-data-values.yanl file.

v

yg -i eval comments="""' harbor-data-values.yaml

6. Install the Harbor package by executing the following command:

kubectl create namespace tanzu-system-registry

#

# kubectl create namespace tanzu-harbor-registry

# tanzu package install harbor --package-name harbor.tanzu.vmware.com --version
2

.8.2+vmware.2-tkg.1l --values-file harbor-data-values.yaml --namespace tanzu-ha

rbor-registry
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8:01:14AM: Creating service account 'harbor-tanzu-system-registry-sa'
8:01:14AM: Creating cluster admin role 'harbor-tanzu-system-registry-cluster-r
ole'
8:01:15AM: Creating cluster role binding 'harbor-tanzu-system-registry-cluster
-rolebinding’
8:01:15AM: Creating secret 'harbor-tanzu-system-registry-values'
8:01:15AM: Creating overlay secrets
8:01:15AM: Creating package install resource
8:01:15AM: Waiting for PackageInstall reconciliation for 'harbor'
8:01:15AM: Fetch started (6s ago)
| 8:04:50AM: L ongoing: waiting on pod/harbor-registry-78c99df744-v8ps
j (vl) namespace: tanzu-system-registry
| 8:04:50AM: ~ Condition Ready 1is not True (False)
| 8:04:52AM: ok: reconcile deployment/harbor-registry (apps/vl) namespa
ce: tanzu-system-registry
| 8:04:52AM: ---- applying complete [50/50 done] ----
| 8:04:52AM: ---- waiting complete [50/50 done] ----
| Succeeded
8:04:52AM: Deploy succeeded

7. Confirm that the Harbor package has been installed and the status is Reconcile succeeded.

# tanzu package installed get harbor --namespace tanzu-system-registry

NAME :

PACKAGE-NAME :
PACKAGE-VERSION:
STATUS:

CONDITIONS:
USEFUL-ERROR-MESSAGE:

harbor
harbor.tanzu.vmware.com
2.8.2+vmware.2-tkg.1
Reconcile succeeded

[{ReconcileSucceeded True }]

Install Prometheus

Prometheus is a system and service monitoring system. It collects metrics from configured targets at given
intervals, evaluates rule expressions, displays the results, and can trigger alerts if some condition is
observed to be true. The Alertmanager handles alerts generated by Prometheus and routes them to their
receiving endpoints.

Do the following to deploy Prometheus into a workload cluster:

1. Capture the available Prometheus version.

# tanzu package available list prometheus.tanzu.vmware.com -A

NAMESPACE NAME VERSION RELEASED-AT
tkg-system prometheus.tanzu.vmware.com 2.27.0+vmware.l-tkg. 2021-05-12 18:
0:00 +0000 UTC

tkg-system prometheus.tanzu.vmware.com 2.27.0+vmware.2-tkg. 2021-05-12 18:
0:00 +0000 UTC

tkg-system prometheus.tanzu.vmware.com 2.36.2+vmware.l-tkg. 2022-06-23 18:
0:00 +0000 UTC

tkg-system prometheus.tanzu.vmware.com 2.37.0+vmware.l-tkg. 2022-10-25 18:
0:00 +0000 UTC

tkg-system prometheus.tanzu.vmware.com 2.37.0+vmware.2-tkg. 2022-10-25 18:
0:00 +0000 UTC
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tkg-system prometheus.tanzu.vmware.com 2.37.0+vmware.3-tkg.1l 2022-10-25 18:0
0:00 +0000 UTC
tkg-system prometheus.tanzu.vmware.com 2.43.0+vmware.2-tkg.l 2023-03-21 18:0
0:00 +0000 UTC

Capture the latest version from the previous command. If there are multiple versions available
check the “RELEASED-AT” to collect the version of the latest one. This document makes use of
version 2.43.0+vmware.2-tkg.1 for installation.

2. Retrieve the template of the Prometheus package’s default configuration:

image url=s$ (kubectl -n tkg-system get packages prometheus.tanzu.vmware.com.2.4
3.0+vmware.2-tkg.l -o Jjsonpath='{.spec.template.spec.fetch[0].imgpkgBundle.imag
e}t'")

imgpkg pull -b $image url -o /tmp/prometheus-package-2.43.0+vmware.2-tkg.l --re

gistry-ca-cert-path /etc/docker/certs.d/harbor.tanzu.lab/ca.crt

cp /tmp/prometheus-package-2.43.0+vmware.2-tkg.1l/config/values.yaml prometheus-

data-values.yaml

This creates a configuration file named prometheus-data-values.yaml that you can modify.
3. To customize the Prometheus installation, modify the following values:

Key Default Value Modified value

Ingress.tlsCertificate.tls.crt Null . )
Note: This is optional.

ingress.tlsCertificate.tls.ke Null
g v <Cert Key provided in Input file
Note: This is optional.
ingress.enabled false true
ingress.virtual_host_fqdn prometheus.system.tanzu prometheus.your-domain

To see a full list of user configurable configuration parameters, see Prometheus Package
Configuration Parameters.

4. After you make any changes needed to the prometheus-data-values.yaml file, remove all
comments in the file:

yg -1 eval '... comments=""' prometheus-data-values.yaml
5. Install Prometheus package.

# kubectl create namespace tanzu-system-monitoring

# kubectl create namespace tanzu-prometheus-monitoring

# tanzu package install prometheus --package-name prometheus.tanzu.vmware.com -
-version 2.43.0+vmware.2-tkg.l --values-file prometheus-data-values.yaml --name

space tanzu-prometheus-monitoring

8:20:09AM: Creating service account 'prometheus-tanzu-system-monitoring-sa'

8:20:09AM: Creating cluster admin role 'prometheus-tanzu-system-monitoring-clus
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ter-role'

8:20:09AM: Creating cluster role binding 'prometheus-tanzu-system-monitoring-cl
uster-rolebinding'

8:20:09AM: Creating secret 'prometheus-tanzu-system-monitoring-values'
8:20:09AM: Creating overlay secrets

8:20:09AM: Creating package install resource

8

:20:09AM: Waiting for PackagelInstall reconciliation for 'prometheus'

| 8:22:02AM: L ok: waiting on replicaset/alertmanager-56f6ccfc64 (app
s/v1) namespace: tanzu-system-monitoring

| 8:22:02AM: L ok: waiting on pod/alertmanager-56f6ccfc64-h5t19 (v1) n
amespace: tanzu-system-monitoring

| 8:22:03AM: ok: reconcile deployment/alertmanager (apps/vl) namespace:
tanzu-system-monitoring

| 8:22:03AM: ---- waiting on 1 changes [35/36 done] ----

| 8:22:23AM: ok: reconcile deployment/prometheus-server (apps/vl) names

pace: tanzu-system-monitoring

| 8:22:23AM: ---- applying complete [36/36 done] ----
| 8:22:23AM: ---- waiting complete [36/36 done] ----
| Succeeded

8:22:23AM: Deploy succeeded (ls ago)

6. Confirm that the Prometheus package has been installed successfully and the status is Reconcile

succeeded.

# tanzu package installed get prometheus -n tanzu-prometheus-monitoring

NAME : prometheus

PACKAGE-NAME: prometheus.tanzu.vmware.com
PACKAGE-VERSION: 2.43.0+vmware.2-tkg.1

STATUS: Reconcile succeeded
CONDITIONS: [{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:

Install Grafana

Grafana allows you to query, visualize, alert on, and explore metrics no matter where they are stored.
Grafana provides tools to form graphs and visualizations from application data.

1.

Grafana is configured with Prometheus as a default data source. If you have customized

the Prometheus deployment namespace and it is not deployed in the default namespace,

tanzu-system-monitoring, you need to change the Grafana data source configuration in
the following code.

Retrieve the version of the available package.

# tanzu package available list grafana.tanzu.vmware.com -A

NAMESPACE NAME VERSION RELEASED-AT
tkg-system grafana.tanzu.vmware.com 7.5.l6+vmware.l-tkg.l 2022-05-19 18:00:0
0 +0000 UTC

tkg-system grafana.tanzu.vmware.com 7.5.17+vmware.l-tkg.2 2022-05-19 18:00:0
0 +0000 UTC
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tkg-system grafana.tanzu.vmware.com 7.5.7+vmware.l-tkg.l 2021-05-19 18:00:0
0 +0000 UTC
tkg-system grafana.tanzu.vmware.com 7.5.7+vmware.2-tkg.1l 2021-05-19 18:00:0
0 +0000 UTC
tkg-system grafana.tanzu.vmware.com 9.5.l+vmware.2-tkg.1l 2022-05-19 18:00:0
0 +0000 UTC

Capture the latest version from the previous command. If there are multiple versions available
check the “RELEASED-AT” to collect the version of the latest one. This document uses the version
9.5.1+vmware.2-tkg.1 for installation.

2. Retrieve the template of the Grafana package’s default configuration.

image url=$ (kubectl -n tkg-system get packages grafana.tanzu.vmware.com.9.5.1+v
mware.2-tkg.l -o jsonpath='{.spec.template.spec.fetch[0].imgpkgBundle.image}"')

imgpkg pull -b $image url -o /tmp/grafana-package-9.5.l+vmware.2-tkg.l --regist
ry-ca-cert-path /etc/docker/certs.d/harbor.tanzu.lab/ca.crt

cp /tmp/grafana-package-9.5.1+vmware.2-tkg.1l/config/values.yaml grafana-data-va

lues.yaml

This creates a configuration file named grafana-data-values.yaml that you can modify. For a full
list of user-configurable values, see Grafana Package Configuration Parameters.

3. Edit grafana-data-values.yaml and replace the following with your custom values.

Key Default Value Modified value

secret.admin_password Null Your password in Base64 encoded format.
grafana.service.type LoadBalancer NodePort

ingress.virtual_host_fqdn grafana.system.tanzu User-Provided FQDN from Input File
ingress.tisCertificate.tls.crt Null Full chain cert provided in Input file
ingress.tlsCertificate.tls.key Null Full chain cert provided in Input file

4. (Optional) Modify the Grafana data source configuration.

Grafana is configured with Prometheus as a default data source. If you have customized the
Prometheus deployment namespace and it is not deployed in the default namespace, tanzu-
system-monitoring, you need to change the Grafana data source configuration in grafana-data-

values.yaml.

datasources:
- name: Prometheus
type: prometheus
url: prometheus-server.<change-to-prometheus-namespace>.svc.cluster.1l

ocal

5. Remove all comments from grafana-data-values.yaml file.

yg -1 eval '... comments=""' grafana-data-values.yaml

6. Install Grafana.
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# kubectl create namespace tanzu-system-dashboards

# kubectl create namespace tanzu-grafana-dashboards

# tanzu package install grafana --package-name grafana.tanzu.vmware.com --vers
ion 9.5.1+vmware.2-tkg.l --values-file grafana-data-values.yaml --namespace tan
zu-grafana-dashboards

8:12:41AM: Creating service account 'grafana-tanzu-system-dashboards-sa'
8:12:42AM: Creating cluster admin role 'grafana-tanzu-system-dashboards-cluster
-role'
8:12:42AM: Creating cluster role binding 'grafana-tanzu-system-dashboards-clust
er-rolebinding'
8:12:42AM: Creating secret 'grafana-tanzu-system-dashboards-values'
8:12:42AM: Creating overlay secrets
8:12:42AM: Creating package install resource
8:12:42AM: Waiting for PackageInstall reconciliation for 'grafana'

| 8:14:19AM: ongoing: reconcile deployment/grafana (apps/vl) namespace:
tanzu-system-dashboards

| 8:14:19AM: A Waiting for 1 unavailable replicas

| 8:14:19AM: L ok: waiting on replicaset/grafana-58656c5f9b (apps/vl)
namespace: tanzu-system-dashboards

| 8:14:19AM: L ongoing: waiting on pod/grafana-58656c5f9b-mjphv (vl) n
amespace: tanzu-system-dashboards

| 8:14:19AM: ~ Condition Ready 1is not True (False)

| 8:14:31AM: ok: reconcile deployment/grafana (apps/v1l) namespace: tanz
u-system-dashboards

| 8:14:31AM: ---- applying complete [18/18 done] ----
| 8:14:31AM: ---- waiting complete [18/18 done] ----
| Succeeded

8:14:31AM: Deploy succeeded

7. Confirm that the Grafana package has been installed and the status is Reconcile succeeded.

# tanzu package installed get grafana -n tanzu-grafana-dashboards

NAME : grafana

PACKAGE-NAME : grafana.tanzu.vmware.com
PACKAGE-VERSION: 9.5.1l+vmware.2-tkg.1l

STATUS: Reconcile succeeded
CONDITIONS: [{ReconcileSucceeded True 1]

USEFUL-ERROR-MESSAGE:

Install Fluent Bit

Fluent Bit is a lightweight log processor and forwarder that allows you to collect data and logs from different
sources, unify them, and send them to multiple destinations.

The current release of Fluent Bit allows you to gather logs from management clusters or Tanzu Kubernetes
clusters running in vSphere, Amazon EC2, and Azure. You can then forward them to a log storage provider
such as Elastic Search, Kafka, Splunk, or an HTTP endpoint.

The example shown in this document uses HTTP endpoint vRealize Log Insight for forwarding logs from
Tanzu Kubernetes clusters.

1. Retrieve the version of the available package.

# tanzu package available list fluent-bit.tanzu.vmware.com -A
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NAMESPACE NAME VERSION RELEASED-AT
tkg-system fluent-bit.tanzu.vmware.com 1.7.5+vmware.l-tkg.1l 2021-05-13 18:
0:00 +0000 UTC

tkg-system fluent-bit.tanzu.vmware.com 1.7.5+vmware.2-tkg.1l 2021-05-13 18:
0:00 +0000 UTC

tkg-system fluent-bit.tanzu.vmware.com 1.8.15+vmware.l-tkg.l 2022-05-24 18:
0:00 +0000 UTC

tkg-system fluent-bit.tanzu.vmware.com 1.9.5+vmware.l-tkg.2 2022-06-23 18:
0:00 +0000 UTC

tkg-system fluent-bit.tanzu.vmware.com 2.1.2+vmware.l-tkg.1l 2022-06-23 18:
0:00 +0000 UTC
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Capture the latest version from the previous command. If there are multiple versions available,
check the “RELEASED-AT” to collect the version of the latest one. This document uses the version
2.1.2+vmware.1-tkg.1 for installation.

2. Retrieve the template of the Fluent Bit package’s default configuration.

image url=s$ (kubectl -n tkg-system get packages fluent-bit.tanzu.vmware.com.2.1.
2+vmware.l-tkg.1l
YRy

-0 jsonpath='{.spec.template.spec.fetch[0].imgpkgBundle.imag

imgpkg pull -b $image url -o /tmp/fluent-bit-2.1.2+vmware.l-tkg.l --registry-ca
-cert-path /etc/docker/certs.d/harbor.tanzu.lab/ca.crt

cp /tmp/fluent-bit-2.1.2+vmware.l-tkg.1l/config/values.yaml fluentbit-data-value

s.yaml

3. Modify the resulting f1uentbit-data-values.yaml file and configure the endpoint as per your
choice. A sample endpoint configuration for sending logs to vRealize Log Insight Cloud over HTTP
is shown in the following example.

[OUTPUT]
Name syslog
Match *
Host vrli.lab.vmw
Port 514
Mode udp
Syslog Format rfc5424

Syslog Hostname key
Syslog Appname_ key
Syslog Procid key
Syslog Message key
Syslog SD_key
Syslog_SD_key
Syslog_SD_key
Syslog_SD_key

tkg cluster
pod name
container_name
message

k8s

labels
annotations
tkg

4. Deploy Fluent Bit.

# kubectl create namespace tanzu-system-logging

# kubectl create namespace tanzu-fluent-bit-logging
tanzu package install fluent-bit --package-name fluent-bit.tanzu.vmware.com --
version 2.1.2+vmware.l-tkg.l --namespace tanzu-fluent-bit-logging --values-file

fluent-bit-data-values.yaml
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i

Installing package 'fluent-bit.tanzu.vmware.com'

i

Getting package metadata for 'fluent-bit.tanzu.vmware.com'

e

Creating service account 'fluent-bit-tanzu-fluent-bit-logging-sa'

i Creating cluster admin role 'fluent-bit-tanzu-fluent-bit-logging-cluster-rol
e L}

i Creating cluster role binding 'fluent-bit-tanzu-fluent-bit-logging-cluster-r
olebinding'

i Creating package resource

e

Waiting for 'PackagelInstall' reconciliation for 'fluent-bit'

e

'PackagelInstall' resource install status: Reconciling

e

'PackagelInstall' resource install status: ReconcileSucceeded

e

Added installed package 'fluent-bit'

5. Confirm that the Fluent Bit package has been installed and the status is Reconcile succeeded.

# tanzu package installed get fluent-bit --namespace tanzu-fluent-bit-logging

NAME : fluent-bit

PACKAGE-NAME: fluent-bit.tanzu.vmware.com
PACKAGE-VERSION: 2.1.2+vmware.l-tkg.1l

STATUS: Reconcile succeeded
CONDITIONS: [{ReconcileSucceeded True }]

USEFUL-ERROR-MESSAGE:

Appendix

Appendix A - Management Cluster Configuration File

AVI CA DATA B64: LSOtLS1CRUAJTiBDRVJUSUZJQOFURSOtLSO0tCk1JSUVJVENDQXdAtZOF3SUJBZ01VZVUrT
TMvUHNIN2hkS3kwWGS5WMGxFTk5JdHRBAORRWUpLbl1pJdaHZjTkFRRUWKQ1FBd2dhd3hDekFKQmdOVkJIBWVRBbLFZ
UTVFzdONRWURWUVFJREFKRFFURVNNQkKkFHQTFVRUJ3d0pVR0ZzYn1CQgpiSFJ2TVE4dORRWURWUVFLREFaV1RYZ
GhjbVV4R3pBWkInT1ZCOXNNRWxaTmQyRn1aU0JGYmlkcGItVmxjbWx1Clp6RXNNQ29HQTFVRUF3d2pjM1p2TUR
GaGJIHSmpkR3hS5TURFAWMyWnZNREV1Y21GcGJuQnZziR1V1Y¥kc5al1Xd3gKSURBZUJna3Foa2lHOXcwQkNRRVAFEFV
1Z0WVdsclFHViRZVzF3YkdVdVkyOXRNQjRYRFRJek1lETXhOakEyTkRVeApORMOYRFRIJMEIETXhOVEEyTkRVeES
Gb3dnYXd4Q3pBSkInT1ZCQVIUQWXWVE1IRc3dDUV1IEV1IFRSURBSkRRVEVTCk1CQUABMVVFQnd3S1VHRNNieUJCY
khSdk1ROHAEUV1IEV1IFRSORBW1dUWGROY21VeEd6QVpCZO05WQkFzTUVsSWk4KZDIGeVPpTQkZibWRwWYmM1WbGNtbHV
aekVzTUNVROExVUVBd3dgYzJadklERmhiROpgZEd4eUlERXVIM1Ip2 TURFAQpjbUZwYm5CAmIHVXViRz1gWVd3e
E1EQWVCZ2txaGtpRz13MEJDUUVXRVAWAF1XbHNRRIYOWVcxd2JHVXVZM]j1l0Ck1IJSUJJakFOQmdrcWhraUc5dzB
CQVFFRkFBTONBUThBTU1JQkNnSONBUUVBcUlZbmoyMWRETk1lveVdyM1JSYkEKdzhjei 9DMOtTMUSWcXozTXJIsW
ktNckQvUHhnVVJIvc3c4Rz15UkZ0aEZIRUJERXZYODhKY1lgyYUtiRHFpaXRKVAPpiL2UvUHNuTk14U1MvUG94T3U
WQTFTMGJRZ3d1ZUpOMjNXcINTeUJURORMeEIMT3p3NitONXFmZkd1lY3Y1c2hlCmVRQ]j1ljaXZvTITJOZTJIZVTFDV
kFkcll5WEFNJbW1jdmFPZ2kvUlE1ZGpYYOVEMDg5TGRNQkV6TTgvckxCM1Ig0ZWQKMGO50m10c1INQYUFja3JLZnR
BZFBxMUlodHpFSGZaenoOVkF6VXFjdjkyQlR1eUM1cDVWUTRPSVZ1ISTIHZGXTQQoxLOkxNHQSNTQOM29saGVYW
UY4bHR2Q2FkOGtsTFRIY1VOViN2UOpUUmMOhdFh2SzdMSmt3cmVZeTFKc1Q5WTULIC1J3SURBUUFCb3prd056QTF
CZ05WSFJIFRUxgQXNnaVJI6Wm04d01XRnNZbU4wYkhJd01XRXVjMlIp2 TURFAWNtRNAKYM5CAmJHVXViRz1gWVd5S
EJLAd1FDaEl13RFFZSktvitklodmNOQVFFTEJRQURNZ0OVCQUJZV0xZ2dzZ2qaHFzUlpDVQpOWnBDYXB10G13RUOMa3J
0Q3N1WUkvdOdWUGtIJRNIramJiRTFzMFkvT1BRb1VsalJwbDNRSFp4bzYveFFCQl11MCnI4RHFxMk1UOHIOUOtLT
XNmRG16cTB6RHIJUSUhwUJQLIRIBWVOdAXRUOS502hgeWIMRGIWazhyY1ZYZ2F4L3JIZUYKZ1JGZmZkallTdzRYN1p
ChitYMmlYL1lp0eHZxSStDbzFrdFNGZGI9DSm5kbVRwWdFAxaks3S3E4dGZiMO5EYk90aAp0dlRpY0s4SDRIYO1SK
2JwQUNKATFxdHI3eThyTHZpall3S0dTLzR5WGhOKy82zU30xZVAFRW1jYnpyTk1lVNOFBCkhkZVNhYz1TcOY1TDB
sVkVnbVpNZUFKTINrOEOtTVEzUnB5M2 9pRJMwQXZ55DZ2ga0Jhc2QwcUNJUV1IySj1luUVQKMGoweU9Pbz0KLSOtL
S1FTkQgQOVSVE1GSUNBVEUtLSOtLQ==

AVI CLOUD NAME: sfo0lwOlvcOl

AVI CONTROL PLANE HA PROVIDER: "true"

AVI CONTROL PLANE NETWORK: sfo0l-wOl-vdsOl-tkgclustervip
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AVI CONTROL PLANE NETWORK CIDR: 172.16.80.0/24
AVI CONTROLLER: sfo0Olalbctlr0Ol.sfoOl.rainpole.local
AVI DATA NETWORK: sfo0l-wOl-vdsOl-tkgworkloadvip
AVI_DATA NETWORK CIDR: 172.16.70.0/24
AVI NSXT TI1LR: /infra/tier-1s/sfo0OlwOltierl
AVI ENABLE: "true"
AVI LABELS: |

'type': 'management'
AVI_ MANAGEMENT CLUSTER CONTROL PLANE VIP NETWORK CIDR: 172.16.80.0/24
AVI_ MANAGEMENT CLUSTER CONTROL PLANE VIP NETWORK NAME: sfo0l-w0l-vdsOl-tkgclustervip
AVI MANAGEMENT CLUSTER_SERVICE_ ENGINE GROUP: sfo0lmOlsegroupOl
AVI_ MANAGEMENT CLUSTER VIP_ NETWORK CIDR: 172.16.80.0/24
AVI MANAGEMENT CLUSTER_VIP NETWORK NAME: sfo0l-wOl-vdsOl-tkgclustervip
AVI PASSWORD: <encoded:Vk13YXJIMSE=>
AVI SERVICE ENGINE GROUP: sfo0OlwOlsegroupOl
AVI USERNAME: admin
TKG_CUSTOM_IMAGE REPOSITORY: "harbor.tanzu.lab/tanzu-170"
TKG_CUSTOM IMAGE REPOSITORY SKIP TLS VERIFY: false
TKG_CUSTOM_ IMAGE REPOSITORY CA CERTIFICATE: LSOtLSI1CRUAJTiBDRVJUSUZJQOFURSOtLSO0tCk1JSU
ZzVENDQTVtZOF3SUJBZ01KQUtvLzY4U3RGSC8VTIUEWRONTcUATSWIZRFFFQkRRVUFNRzh4Q3pBSkJIJnT1YKQkFZ
VEFrTk9NUk13RUFZRFZRUUIEQWxMWVhKdAV1YUmhhMkV4RWpBUUJNT1ZCQWNNQ1VKaGJIJtZGhiRz15W1IRFUAPNQT
BHQTFVRUNNdOdWazEzWVhKPE1RA3dDZ11EV1IFRTERBT1dUVU14R1IRBWEJNT1ZCQUINRUdoaGNtSnZjaTUwC11X
NTZkUzVzWVdJIdOhoY05Nakl3TXpJd01UUTBOakV5V2hjTkl6TXdNekUzTVRRMES5gqRX1XakJ2TVFzdONRWUQKV1
FRROV3SkRUakVTTUJBROExVUVDQOXdKUzJGeWJtRIJBZV3RoTVIJdOVBWURWUVFIREFSQL1XNW5Z2V3h2Y21VeApE
ekFOQmdOVkJIBbO01ChbFpOZDJIGeVPpURUINQWOHQTFVRUN3dORWazFETVIrd0Z3WURWUVFEREJCb11YSm1iM011Cm
RHRnV1b1lV1YkdGaUlJSUNJakFOQmdrcWhraUc5dzBCQVFFRKFBTONBZzhBTUL1JQONNSONBZOVBMSs1NEJXNUOK
bOxIZ3BJRUZEUk9OTngyR2FtVkxPAEROMINVSWhmcemt IWXJON1c4dWNoM3B3WUVOS3BuSGtaWu85a09kecnpIlag
PETENmMSzR6dDAxY0J4R2pZSEJPY3pablkxL0oxWTRLUL113UHCc2Z22zU2YU82MThFMGY3RDc4T05udkVZVijcxQlZJ
Cmd3SmFoal0glbCtTM3dUR1ZYdO0OxNGMxMTVNY1itmVIBmblRSSGAwVnNM2N1IzROpFMG1BWEJDbHJIRS3JIsbDdAdCQW
kKRDIxdVZxcnAlanEvd2xHUHN6ZkdDRUF3N21Wc2Z5RWIwWNmlvV21jdnExRERIT3hLQj1lFdjcyaUloRURmeDhJ
UgolOWVTVHEvbzg2Q0xEaWxPMnduRVZuaEVBQy8wLOhGYUdmeWhLQ09neESORWEtERIc3ei 9KWHNNb2Q3N3Bhdz
N4CkpgNEFSQWkvZ2Z1YV1IIMj1l1GZnBWTHF2VitNazJydTFOZHAINGS5RUT1ra2l1CY1lh2NDNIL3krSVBySDZxMUpFE
N1AKeGVOLzh6UGES5RHA6eWs1YONPbHUOSDRLOSs5eGVnNNO1KRk5jQk8reE1XQ2VtaUhlVXZ3S1BBRUcCcyQmFUSV
duQwpxNGNFNEY5cklybHFHeW9sZkhURzZFCSTR1IAD1I3NWRVbFViUlJuMOx5SHpZcGO9tclBvZ31Ib29QbXBiWkoh
bTY4CjV4NINZdAEFka2ZnYW1kV2VPYU9Qc090b1VXenAlUTZIT01HaVI3Z22Z2iU3Yxa30wNzBnYXMvR1IJIVK1IF4Zk
VkWncKeGhOW]j1vUENBYWJIJFMVJIPRkhhTGszNFUrZ21HclNiZmNzUUdZcFBYZUROTS9GSUlsTGAiSGMrZEZINWNU
bmcwLworR2RUR01gqdkI5SUHJITc05VekIJTMGANK3dATT31uKzZgWXJtMENBAOVBQWFOUULFNHAIUV1IEV1IIwT0JCWU
VGTH13CnErVENpRDZxN11vTy9IMnNmRNnEIcEIEREICOEdBMVVkKkSXdRWULICYUFGTHI3cStUQ21ENNE2WWIPLOgy
C2ZGCTUKCEIEREIBAOdBMVVKkRXARRk1IBTUJBZJh3RFFZSktviiklodmNOQVFFTkJRQURNZ01CQUJI4dkxQWUg4dT
FudTZVMQpScEhMQ1JLVy91eG1BS3ZHRIUyWkROZVArS2430ml11R10rNIBWZE9EaVIOQjRgcmxCc241TkhvanBo
a2tTL2QrCmJkRFB3N1IRtb2RTWjFhcjdNQUNSODFRA1pLcmtSUMO5Vk1ZdVIwMTExalliRWowY1dHbUp6eVhZQwW
ZXREMydFMKUCs4NWYzazlrT2ZpclFhWld3SkJGecDViSk1LNmhKam5DN3NwdmJaRHRQTGgvZTBRbXdzNHRveWRG
OTRMaEdrZAp2cXB40OWJuSXIrV1cyTkNKbzRGa3ppMnhJcDRnVG50N1Z2bkI0OMnFLaW80a0FxbXpDN1VSU3daVvVW
YrTINKUkpFCmSRNWpLbEFOM11ZZnEObOF40VN6dAmSwWIROSKkhKT1FseEJTNmplWkh6UzRjJdS9gMHIwbHRkdDh4
MWo0eEkwQSsKK010SXRpdVVIWEZMUHNJYjJdFRU9zUj1ZblUxOVATdO1lUYTAYMVEVVVVHTW1VvR1IhhYnoOVkpEY2
V1IKOYVK1d2Rgp6RndXMDBVbTZOdWREbmIqVFpzcEc4cUhkS2NiLytSRzJIJVakl4amVMRCtrRmdsZGozc3h0ZWwx
d1dhMWNnKOhzCkd5UF15ejJ1ULlFyRGO5yU21QMENS5Q1FpallZV1IQwNTd4TUUwWKIMOZzdZQXRKQWEFPNDAdtbW41dwW
RxQ21mNmZ1cHMKYW5SdA3hnOHY3N1Zvb2IvZUdxZFB]ZmpNQXZEdm1EdOVhZW10WnJOM1g20D1Jd11TdkF2R1AW
Y20vKzclVVIBNAPpSOTFYU3FPAUMrd0ORzRXVUUINsQ1ZDMzhZNzJpQmNnK2VtUjg2dWclM1Y4WVQyVTRWIWVEwdk
RMR3NZNWAUWGlFCmVpSEFMKOM1ITGhrM1c2ZnRBUEINRUARV3NETOkKLSOtLS1FTkQgQOVSVEIGSUNBVEUtLLSOt
LQo=
CLUSTER_ANNOTATIONS: 'description:,location:'
CLUSTER_CIDR: 100.96.0.0/11
CLUSTER_NAME: sfo0lwOltkgmgmtOl
CLUSTER_PLAN: prod
ENABLE AUDIT_LOGGING: "true"
ENABLE CEIP_PARTICIPATION: "true"
ENABLE MHC: "true"
IDENTITY MANAGEMENT TYPE: none
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INFRASTRUCTURE PROVIDER: vsphere

LDAP_BIND DN: ""

LDAP BIND PASSWORD: ""

LDAP_GROUP_SEARCH BASE DN: ""

LDAP_GROUP_SEARCH FILTER: ""

LDAP_GROUP_SEARCH GROUP_ATTRIBUTE: ""

LDAP GROUP_SEARCH NAME ATTRIBUTE: cn

LDAP_GROUP_SEARCH USER ATTRIBUTE: DN

LDAP_HOST: ""

LDAP ROOT CA DATA B64: ""

LDAP USER_SEARCH BASE DN: ""

LDAP_USER_SEARCH_FILTER: ""

LDAP_USER_SEARCH_NAME ATTRIBUTE: ""

LDAP_USER_SEARCH USERNAME: userPrincipalName

OIDC_IDENTITY_ PROVIDER CLIENT_ ID: ""

OIDC_IDENTITY PROVIDER CLIENT_SECRET: ""

OIDC IDENTITY PROVIDER GROUPS CLAIM: ""

OIDC IDENTITY PROVIDER ISSUER URL: ""

OIDC IDENTITY PROVIDER NAME: ""

OIDC IDENTITY PROVIDER SCOPES: ""

OIDC IDENTITY PROVIDER USERNAME CLAIM: ""

0S_ARCH: amd64

0S NAME: photon

0S_VERSION: "3"

SERVICE CIDR: 100.64.0.0/13

TKG_HTTP_ PROXY ENABLED: "false"

VSPHERE CONTROL PLANE CUSTOM VMX KEYS: ""

VSPHERE CONTROL PLANE DISK GIB: "40"

VSPHERE CONTROL_PLANE ENDPOINT: ""

VSPHERE CONTROL_ PLANE HARDWARE VERSION: ""

VSPHERE CONTROL PLANE MEM MIB: "8192"

VSPHERE CONTROL PLANE NUM CPUS: "2"

VSPHERE_CONTROL PLANE PCI DEVICES: ""

VSPHERE DATACENTER: /sfo0lw0ldcOl

VSPHERE DATASTORE: /sfo0lw0ldcOl/datastore/vsanDatastore

VSPHERE FOLDER: /sfo0lw0ldcOl/vm/tkg-management-components

VSPHERE_ IGNORE_PCI_DEVICES ALLOW_LIST: ""

VSPHERE_INSECURE: "false"

VSPHERE NETWORK: /sfo0lw0ldcOl/network/sfo0l-w0l-vdsOl-tkgmanagement

VSPHERE PASSWORD: <encoded:Vk13YXJIMSE=>

VSPHERE RESOURCE_POOL: /sfo0lw0ldcOl/host/sfo0lwOlcluster0Ol/Resources/tkg-management-c
omponents

VSPHERE_SERVER: sfo0lwOlvcOl.sfoOl.rainpole.local

VSPHERE SSH AUTHORIZED KEY: ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAACAQCOmMAnVUaKgvQQilprtgb
WMQL3Xf6MVxhKzxvZwgS6thXDD4ET2hgcmztAJorKBgwI6aX5mVM8cIy51UmLYcsW6PaRt24+wY2JIngtPxr/0
6VIp2CZts+46d8PZ4£QCogI59yPWEOAUSEOVS9kIAXUPIJwLMbsYMFgu2yveU5sTGO0jgYuGodkghMullohfMh8
WpKKSng4QM6P110t2k1CfOviwmRDIJECET /K34XgFigLx1CbISHfyTeG84TFPBISs801iWZMICEG3++xW1nVIkpLP
2JyOBmDCDVJINS2ZglGXUkCWaaXQ/VInPOJIEQHC0oJ2GT2mUr jW4kUcr1HkmO04alFu3gq7RmVxDLKAVXZOcltkK
HghUKgbdRYc71vftpI8n90s/hxU4NOuKLuW4ymw2n3+LNiUWVUOUKVOZ3LUT+rm2J1Ii/00TwkwIM+48BeKQlu
CO0JgqIAcafpSk9PibXj1lBR1Qp7PpB/97d3hUVYfNoiT3zDfyQbDfbwgVMr/DG4Bhow3n34iV72nRLAgPm81ckUU
ZEVbFtX9y1lYsqm2U4X1zTVAZDXAXULlylyV2bGdt5usoKtpS51K3xI+W1gTEP+WQ65WRBP+gJkjxoelQkYjYJIS8u
35ysy8M/sxJLE1lutVvAzwBfitYYRAM49A2gTTuekDtELJmKIjgNGALikk1gB/Q== email@example.com
VSPHERE TLS THUMBPRINT: 7F:BA:25:AC:DD:B9:89:DD:04:EB:89:B8:76:74:18:F4:23:EC:75:17
VSPHERE USERNAME: administrator@vsphere.local

VSPHERE _WORKER_CUSTOM VMX KEYS: ""

VSPHERE_WORKER_DISK_GIB: "40"

VSPHERE WORKER_ HARDWARE VERSION: ""

VSPHERE WORKER_MEM_ MIB: "8192"

VSPHERE WORKER_NUM_CPUS: "2"

226



Tanzu Kubernetes Grid Air-Gapped Reference Design and Deployment

VSPHERE WORKER PCI DEVICES: ""
WORKER ROLLOUT STRATEGY: ""

Appendix B - Single VIP Nertwork Architecture - Shared Service

Cluster ADC file

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
generation: 3
name: tanzu-ako-for-shared
spec:
adminCredentialRef:
name: avi-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: avi-controller-ca
namespace: tkg-system-networking
cloudName: sfo0lw0OlvcO1l
clusterSelector:
matchLabels:
type: shared-services
controlPlaneNetwork:
cidr: 172.16.80.0/24
name: sfo0l-wOl-vdsOl-tkgclustervip
controller: 172.16.10.10
controllerVersion: 22.1.3
dataNetwork:
cidr: 172.16.80.0/24
name: sfo0l-w0l-vdsOl-tkgclustervip
extraConfigs:
disableStaticRouteSync: false
ingress:
defaultIngressController: false
disableIngressClass: true
nodeNetworkList:
- networkName: sfoOl-wOl-vdsOl-tkgmanagement
networksConfig:
nsxtT1LR: /infra/tier-1s/sfo0lwOltierl

serviceEngineGroup: sfol0lmOlsegroupO1l

Appendix C - Single VIP Nertwork Architecture - Workload Cluster

ADC file

apiVersion: networking.tkg.tanzu.vmware.com/vlalphal
kind: AKODeploymentConfig
metadata:
generation: 3
name: install-ako-for-workload-02
spec:
adminCredentialRef:
name: avi-controller-credentials
namespace: tkg-system-networking
certificateAuthorityRef:
name: avi-controller-ca

namespace: tkg-system-networking
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cloudName: sfo0lwOlvcOl
clusterSelector:
matchLabels:
type: workload-02
controlPlaneNetwork:
cidr: 172.16.80.0/24
name: sfo0l-w0Ol-vdsOl-tkgclustervip
controller: 172.16.10.10
controllerVersion: 22.1.3
dataNetwork:
cidr: 172.16.80.0/24
name: sfo0l-wOl-vdsOl-tkgclustervip
extraConfigs:
disableStaticRouteSync: true
ingress:
defaultIngressController: true
disablelIngressClass: false
serviceType: NodePortLocal
shardvSSize: MEDIUM
nodeNetworkList:
- networkName: sfoOl-wOl-vdsOl-tkgworkload
cidrs:
- 172.16.60.0/24
networksConfig:
nsxtT1LR: /infra/tier-1s/sfo0lw0Oltierl
serviceEngineGroup: sfol0lwOlsegroupOl
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